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Geostrophic adjustment of frontal anomalies in a rotating continuously stratified fluid is
studied in the standard framework of strictly rectilinear fronts and jets. Lagrangian approach
to this problem is developed allowing to analyze, in a conceptually and technically simple
way, both major problems of the nonlinear adjustment: the existence of a smooth adjusted
state for a given set of initial conditions and the attainability of the adjusted state during
the adjustment process. Dynamical splitting into balanced (adjusted state) and unbalanced
(inertia-gravity waves) motions becomes transparent in the Lagrangian approach. Conditions
of existence of the balanced state in the unbounded domain are established. It is shown that
nonexistence of a smooth adjusted state in the vertically bounded domains is generic and a par-
allel with the classical scenario of deformation frontogenesis is developed. Small perturbations
around smooth adjusted states are then studied with special emphasis on the wave-trapping
inside the jet/front. Trapped modes with horizontal scales comparable to the width of the jet
are explicitly constructed for a barotropic jet and their evolution is studied with the help of
the WKB-approximation for weakly baroclinic jets. Modifications of the standard scenario
of adjustment due to subinertial (quasi-) trapped modes and implications for data analysis
are discussed.

Keywords: Frontogenesis; Geostrophic adjustment

1. Introduction

Geostrophic adjustment is the process of relaxation of atmospheric and oceanic
perturbations to a geostrophically balanced state where the pressure force and the
Coriolis force are in equilibrium. It is well-known that synoptic-scale motions in the
atmosphere and the ocean are (almost) balanced and that adjustment on a timescale
that is fast relative to the inertial timescale ( f�1, where f is the Coriolis parameter),
takes place when a region of imbalance arises in the fluid. Examples of phenomena
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at the origin of imbalance are diabatic heating, localized mixing due to small-scale
turbulence, or forcing of the surface of the ocean by the wind.

The standard setting for adjustment studies was laid in the pioneering paper by
Rossby (1938) and consists in studying the relaxation of strictly rectilinear fronts/jets
neglecting variations in the along-front direction. The classical scenario of geostrophic
adjustment, cf (Gill, 1982), is based on the linear approximation and is essentially as
follows: a balanced part in the initial state can be identified using the linearized conser-
vation laws; the rest of the initial anomaly consists of waves, which propagate away
rapidly, i.e. in a few inertial periods. An example of this linear approach for jet-like
anomalies which we are interested in may be found in the work of Fritts and
Luo (1992) who calculated how the initial perturbation projects onto a balanced part
and gravity wave modes, respectively. The frequencies of the excited waves are con-
trolled by the spatial dimensions of the initial perturbation: for a jet-like anomaly,
low-frequency inertia-gravity waves are excited and propagate away symmetrically
with respect to the jet axis.

The problem of fully nonlinear geostrophic adjustment, however, has not received
much attention in spite of its fundamental importance. Its solution would provide an
answer to the conceptual question on the possibility and feasibility of separation of
an arbitrary flow into a slow, balanced part and a fast part, and the (non) interaction
between them (the problem of the slow manifold in geophysical fluid dynamics).
More practically, identification and quantification of non-orographic sources of
inertia-gravity waves in the atmosphere and ocean is directly related to the
adjustment problem.

The full problem being prohibitively complex, a reduced diagnostic approach to
geostrophic adjustment of strictly rectilinear fronts was developed in a number of
works (e.g. Ou, 1984; Blumen and Wu, 1995; Kalashnik, 1998) following the ideas of
Rossby (1938). It consists in finding a tentative final adjusted state as a stationary
state with the same values of the conserved quantities (potential vorticity and
geostrophic momentum, see below) as the initial state. Examples of non-existence of
a smooth adjusted state for given initial conditions were thus found. The transient
part of the flow (i.e. the relaxation process itself) is out of reach of such approach.
The adjusted state realizes an energy minimum within the class of states with the
same values of the conserved quantities and the conjecture that the system reaches
it in a dissipation-less way, by emitting inertia-gravity waves, is plausible. However,
the dissipation may be forced, in the strongly nonlinear case, e.g. by wave-breaking.
The breaking events may change the distribution of otherwise conserved quantities
(in particular the potential vorticity (PV)) and therefore ‘deviate’ the adjustment pro-
cess. Also, the assumption that the inertia-gravity waves quickly propagate away
is based on the linear theory of gravity waves in a fluid at rest: the effect of the jet
on their propagation needs to be considered. Thus, the two major problems of fully
nonlinear adjustment are

. the existence of the smooth adjusted state,

. the attainability of the adjusted state and the role of nonlinear wave dynamics during
the relaxation process.

In the simplest rotating shallow-water model, the fully nonlinear geostrophic adjust-
ment of flows having no variations in one direction was revived recently after the
numerical work by Kuo and Polvani (1997). Their experiments showed in particular
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that the adjustment process could be retarded. They also found that shock formation
is typical for the nonlinear adjustment. The fully nonlinear adjustment of rectilinear
fronts in the rotating shallow-water model was then examined analytically in Zeitlin
et al. (2003), where advantages of the Lagrangian approach to the problem were
demonstrated, in particular while describing the separation of the flow into a balanced
and a fast part, and in understanding shock formation. An important result was a
demonstration of existence and uniqueness of the adjusted state for localized initial
anomalies with positive potential vorticity. This work was continued in the numerical
study of fully nonlinear adjustment in rotating shallow water undertaken in Bouchut
et al. (2004). By using high-resolution shock-capturing numerical methods, it was con-
firmed that wave-breaking and shock formation are ubiquitous and frequently happen
within the jet/front core. At the same time, it was shown that these processes, although
dissipating energy efficiently, cannot change the PV of strictly rectilinear configurations
in rotating shallow water. The relaxation toward a well-defined adjusted state was
observed in all cases, including non positive-definite PV distributions, although
slowly dispersing quasi-inertial oscillations were systematically observed in the vicinity
of the front.

Density and temperature stratification, which are obviously absent in the rotating
shallow water model, are key actors in atmospheric and oceanic fronts. Geostrophic
adjustment of localized anomalies having no variation in the along-front direction
has been studied in the stratified fluid in some particular cases by a number of authors.
Flat bottom and rigid lid boundary conditions were generally imposed, and various sets
of dependent and independent variables were used. One of the motivations for these
studies came from the observation of density fronts appearing due to differential heat-
ing in the coastal regions (see e.g. Csanady, 1971). Ou (1984) calculated the adjusted
state for an initially motionless fluid with a horizontal gradient of density having
zero PV. He showed in particular that if the initial density gradient was too intense,
a continuous adjusted state no longer existed. As in the classical deformation
frontogenesis scenario (Hoskins and Bretherton, 1972), the loss of continuity in the
adjusted state appeared on the boundary. Adjustment of zero-PV fluid was revisited
by Wu and Blumen (1995) for the case where the fluid is not initially motionless but
has a barotropic shear. They obtained indications that the presence of shear could
change substantially the adjusted state. Blumen and Wu (1995) have analyzed the
adjustment of an initially motionless fluid with uniform PV between the flat bottom
and the rigid lid, using a change of variables that had been previously used by
Hoskins and Bretherton (1972). Here again, it was shown that if the initial density
gradient was strong enough, no continuous adjusted state existed. Kalashnik (1998)
reconsidered the problem and proposed a way to define a discontinuous adjusted
state when the initial density gradient is too strong. He carried out a similar analysis
for the case of a vertically semi-infinite stratified fluid (Kalashnik, 2000) and interpreted
the results as spontaneous frontogenesis (in contradistinction with the deformation
frontogenesis).

As was already said, an important question not addressed in the diagnostic approach
is that of the dynamics of the fast part of the flow, and its interaction with the adjusted
state. For strictly rectilinear configurations only waves transverse to the front are
possible (no Doppler effect). The transverse waves excited by the geostrophic adjust-
ment of a rectilinear jet-like anomaly have been studied in Fritts and Luo (1992) but
no influence of the jet on the waves was taken into account. It is known, however,
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that jets may alter considerably the propagation of transverse waves, and can even trap
near-inertial waves in the region of the anticyclonic shear. Yet, the implications of this
trapping in anticyclonic regions have not been discussed in the context of the
geostrophic adjustment problem.

Wave-trapping has been addressed in the oceanic context, starting with the WKB
study by Kunze (1985) for rectilinear jets. It has also been investigated numerically
(e.g. Klein and Tréguier, 1995; Xing and Davies, 2004) and by data analysis (e.g. van
Haren, 2003) with special emphasis on near-inertial waves. Trapping of subinertial
waves in anticyclonic regions of the flow has also been studied theoretically for axisym-
metric vortices (Kunze and Boss, 1998; Llewllyn-Smith, 1999). Kunze (1985) gave
results for waves that have small horizontal scales relative to the scale of the jet.
However, low-frequency waves commonly have large horizontal scales, and it is
desirable to go beyond the assumption of a separation between the horizontal scale
of the jet and that of the waves, especially in the context of adjustment of the jet-like
anomalies.

Based on the advantages brought in by the use of Lagrangian variables in the case of
rotating shallow water (cf. Zeitlin et al., 2003), we propose below a Lagrangian
approach to the problem of nonlinear adjustment in the continuously stratified fluid.
This approach allows us to obtain new results both on existence of the adjusted state
and its attainability. It provides a remarkably efficient shortcut for derivation of all
of the old results in a unified way. The main advantage of this approach is that separa-
tion of flows into a balanced and an unbalanced component, which is obscured by the
effects of advection in Eulerian variables, becomes trivial in the ‘‘two-and-a-half ’’-
dimensional geometry of rectilinear fronts. As in the rotating shallow water, the
Lagrangian approach gives here, for adjustment in an unbounded domain, the same
criterion of positivity of PV for the existence of the adjusted state. It allows to pinpoint
the obstacles for the proof of existence in the bounded domains. Moreover, it makes
it possible to establish a parallel between the full adjustment problem and the semi-
geostrophic description of the frontogensis, elucidating the relationship between the
spontaneous and classical deformation frontogenesis. The approach is also efficient
in treating the problem of incomplete adjustment due to trapping of sub-inertial
waves. We derive a generalised prognostic Sawyer–Eliassen equation for ageostrophic
motions on the background of a balanced state. We extend here the previous analyses
to waves having a horizontal scale similar to that of the jet which gives a more accurate
estimate of the lower bound for the waves’ frequencies, and provides description of the
full horizontal structure of the waves.

The plan of the article is as follows. In section 2, the Lagrangian formulation of
the adjustment problem is given. We analyze the problem of diagnostic adjustment
in section 3. We first establish a general criterion of existence of the adjusted
state in the unbounded domain and then identify the obstacles for the proof of existence
in the vertically bounded domains. Finding adjusted states from the initial conditions in
traditional cases of fluids with zero or uniform PV is also described in this section.
Dynamics of the fast part of the flow and the problem of attainability of the adjusted
state are investigated using a perturbative approach in section 4. We first establish
and analyze the corresponding linearized equations of motion and then demonstrate
how wave-trapping is happening within a vertically bounded barotropic jet and discuss
the related alterations of the classical scenario of geostrophic adjustment. Propagation
of the waves in a baroclinic jet varying slowly in the vertical is also considered in this
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section. Summary and discussion are presented in section 5. In appendix A, we show
that the semi-geostrophic deformation frontogenesis by Hoskins and Bretherton
(1972) is equivalent to a succession of diagnostic geostrophic adjustment problems;
the implications of this fact are discussed. Appendix B contains an explicit construction
of trapped modes in a jet with piecewise-linear vorticity profile. The consequences of the
wave-trapping for practically important Eulerian diagnostics of the flow are considered
in appendix C.

2. Lagrangian approach to the frontal adjustment

2.1. Primitive equations and invariants of motion

We use inviscid, Boussinesq, hydrostatic and adiabatic primitive equations (cf. Hoskins
and Bretherton, 1972; McWilliams and Gent, 1980); for consistency of notation, we
denote the Eulerian coordinates by ðX ,Y ,ZÞ:

DuH

Dt
þ f eZ T uH þ JH� ¼ 0, ð1aÞ

@�

@Z
¼ g

�

�r
, ð1bÞ

JHEuH þ
@w

@Z
¼ 0, ð1cÞ

D�

Dt
¼ 0, ð1dÞ

where � is the geopotential, g is the gravitational acceleration constant and �r is
a reference value for the potential temperature. The index H means horizontal
part (X,Y). The meaning of Z and � is different for the oceanic and atmospheric
applications. In the oceanic context, Z is physical height and � is density up to a
sign. For the atmospheric interpretation of equations (1a–d), � is potential temperature,
and Z is the modified pressure coordinate first introduced in Hoskins and Bretheton
(1972) (pseudo-height):

Z ¼ Za 1�
P

Pr

� �ð��1Þ=�
" #

, ð2Þ

with Za ¼ ½r=ðr� 1Þ�Pr=�rg, and � ¼ cp=cv. In these definitions, Pr and �r are surface
pressure and density constants, cv and cp are the specific heats of air at constant
volume and constant pressure respectively. The pseudo-height Z and the physical
height h are related as follows: � dZ ¼ �r dh.

We will extensively use the Lagrangian invariants of the equations (1a–d). Two
standard invariants of the equations of motion are potential temperature � and the
potential vorticity (PV), defined as q ¼ ð fkþ JT uHÞ�J� (vertical velocity is absent
because of the hydrostatic approximation). In what follows we consider configurations
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with no variation in the along-front (Y) direction:

@

@Y
ð. . .Þ � 0:

The model then becomes 2ð1=2Þ-dimensional in the sense that dynamics takes place in
the ðX ,ZÞ-plane, but velocity normal to this plane is allowed. The equations then have
an additional invariant: the geostrophic momentum

M ¼ vþ f X : ð3Þ

Using M, the expression for the potential vorticity is

q ¼ f þ
@u

@X

� �
@�

@Z
�
@u

@Z

@�

@X
¼
@ðM; �Þ

@ðX;ZÞ
: ð4Þ

Note that the thermal wind balance can be rewritten in the form

f
@M

@Z
¼

g

�r

@�

@X
, ð5Þ

and, therefore, a potential � such that

M ¼ f �1 @�

@X
, � ¼

�r
g

@�

@Z
ð6a; bÞ

may be introduced for balanced states. In fact, � is geopotential ‘‘extended’’ by
f 2ðX2=2Þ: � ¼ �þ f 2ðX2=2Þ.

The three invariants (�, q and M) and the potential � will play an important rôle
below.

2.2. Lagrangian formulation

In describing relaxation of a stratified fluid toward a geostrophic state, the Lagrangian
formulation of the equations, like in the shallow-water model (Zeitlin et al., 2003), turns
out to be a powerful tool because it makes a full use of the Lagrangian invariants. All
quantities being independent of Y, we can describe the fluid by following the positions
of material lines of fluid particles parallel to the Y axis in the ðX ,ZÞ plane. These lines
of particles always remain straight; we will simply call them particles. The independent
variables will be the initial positions x and z (Lagrangian labels), and time t. The
dependent variables, Xðx, z, tÞ and Zðx, z, tÞ, define the position at time t of the particle
initially at (x, z). The time derivative of a Lagrangian quantity (by definition, a material
derivative) will be denoted by a dot. The conservation of �,M and q takes a simple form
in Lagrangian coordinates:

_�� ¼ 0, _MM ¼ 0, _qq ¼ 0:
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The incompressibility constraint is

@ðX ,ZÞ

@ðx, zÞ
¼ 1: ð7Þ

This equality is used, along with the properties of the Jacobians, to transform the
horizontal pressure gradient term in (1a), and the vertical pressure gradient in (1b).
The following equations are thus obtained:

€XX þ f 2X þ
@ð�,ZÞ

@ðx, zÞ
¼ f ðvI þ f xÞ ¼ f MI , ð8aÞ

@ðX ,�Þ

@ðx, zÞ
¼ g

�I
�r
, ð8bÞ

where vI ðx, zÞ,MI (x, z) and �I ðx, zÞ are initial distributions of the jet velocity, geostrophic
momentum and potential temperature. Note that the initial conditions are explicitly
included in the equations.

In the above equations the geopotential � can be eliminated by cross-differentiation,
yielding two nonlinear equations for X and Z:

@ðX , €XXÞ

@ðx, zÞ
�
@ðX, f MI Þ

@ðx, zÞ
þ

g

�r

@ð�I ,ZÞ

@ðx, zÞ
¼ 0 , ð9aÞ

@ðX ,ZÞ

@ðx, zÞ
¼ 1 , ð9bÞ

where only the term €XX involves time derivatives. These two equations are the primitive
equations in the Lagrangian form.

3. Finding the adjusted state: the diagnostic geostrophic adjustment problem

An essential advantage of the Lagrangian formulation for flows not varying in one
horizontal direction arises while identifying the balanced (slow) and unbalanced
(fast) components of the flow. For flows not varying in one horizontal direction,
the geostrophic balance is an exact stationary solution of the equations. Hence, the
balanced part of the flow is stationary, and the rest forms the unbalanced part. This
separation is evident from equations (9a): the balanced part of the flow is a solution
to the equations without the time derivatives. The balanced state is given by ð �XXðx, zÞ,
�ZZðx, zÞÞ, which satisfy

�
@ð �XX , fMI Þ

@ðx, zÞ
þ

g

�r

@ð�I , �ZZÞ

@ðx, zÞ
¼ 0, ð10aÞ

@ð �XX , �ZZÞ

@ðx, zÞ
¼ 1: ð10bÞ
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Note, that the first of equations (10) simply states the thermal wind balance rewritten in
(x, z) variables (cf. (5)); the second is the incompressibility condition. Equation (10b),
along with the conservations of M and �, implies that the PV (cf. (4)) is also conserved.
Note also that the balanced state thus defined generally differs from what would
be defined as the balanced state from an inversion of the Eulerian PV distribution
(e.g. Hoskins et al., 1985).

We will analyse below this problem with two types of boundary conditions. We will
always assume that the initial jet/front-like state is horizontally localized, meaning that
fluid particles at x ! �1 are not displaced. We will consider then our flows either in
a slab, requiring that vertical boundaries remain themselves:

�ZZðx, 0Þ ¼ 0, �ZZðx,HÞ ¼ H, �XX
��
x!�1

¼ x, ð11Þ

or on the whole (x, z)-plane by requiring that at z !�1 the potential temperature pro-
file tend to a given stable, let us say linear, stratification:

�jz!�1¼ �r
N2

g
z, N ¼ const, �XX

��
x!�1

¼ x: ð12Þ

The first equation means that fluid particles at z ! �1 are not displaced: �ZZjz!�1 ¼ z.
The equation for X may be also rewritten as that for M, as both coincides (up to a
constant) at infinity for localized velocity distributions.

If, starting from the initial state, the fluid reaches a stationary state in course of
a dissipationless evolution, this state is necessarily a solution to the above equations.
As in (Zeitlin et al., 2003), the problem of existence and uniqueness of solutions
to equation (10) then arises. We will address it first for jet/front-like configurations
in the unbounded domain.

3.1. Criterion of existence and uniqueness of the adjusted state in the unbounded domain

In the case of arbitrary distribution of PV it is more convenient to use the PV equation
(4) which, together with (6a,b), gives

@2�

@X2

@2�

@Z2
�

@2�

@X@Z

� �2

¼
g f

�r
q, ð13Þ

where PV in the right-hand side is understood as a function of ðX ,ZÞ. This is the
Monge–Ampère equation and it is to be solved with boundary conditions (12).
Although these are formally Neumann-type boundary conditions, it is easy to see
that they mean that far enough from the origin the function � has the form

�jXj, jZj!1¼
1

2
f 2X2 þ

1

2
N2Z2: ð14Þ

This means that on some distant ellipse (which is a convex curve) ð f 2X2 þN2Z2Þ=2 ¼

constant, the function � is constant and, thus, the problem of finding the adjusted state
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is reduced to the first (Dirichlet) boundary-value problem for the Monge–Ampere
equation. Existence of solution is guaranteed if the right hand side, i.e. PV, is continu-
ous and positive (cf. Pogorelov, 1973; Ch. 8, Sect. 3, Theorem 2a). Moreover, if a con-
dition of convexity is added on �, which is the case of (14), the solution is unique
(Pogorelov, 1973, Ch. 8, Sect. 4, Theorem 1). (There is always a trivial convex/concave
degeneracy for Monge–Ampere equation: think of this equation with right hand side
equal to 1 with the boundary condition 1 on the unit circle: both ðX2 þ Z2Þ=2 and its
opposite are solutions, but only the first one is convex).

Thus, for positive PV, which is a condition of absence of symmetric instability
(cf. e.g. Bennetts and Hoskins, 1979; Cho et al., 1993), the adjusted state exists and
is unique in the absence of boundaries. Note that this criterion is exactly the same as
for fronts in rotating shallow water (Zeitlin et al., 2003). Therefore the major question
of existence and uniqueness of the adjusted state may be definitely answered in this
case. We will see below in section 4.4 that the attainability of this state is not always
certain. Moreover, a similar analysis is much more complicated in the presence of
boundaries.

3.2. Positive PV configurations in domains with vertical boundaries:
obstacles for the existence proof

Motivated by the previous result, let us consider below a fluid with arbitrary, strictly
positive PV in the vertically bounded domain. As boundary conditions in this case
are to be imposed on X and, especially, Z themselves, cf. (11), it is more convenient
to use M and � as independent variables in the Monge–Ampère equation. For strictly
positive PV this change of variables is well-defined because the Jacobian of the trans-
formation is equal to the PV (cf. (4)).

In ðM, �Þ coordinates, the thermal wind relation takes the form

f
@X

@�
¼

g

�r

@Z

@M
: ð15Þ

Hence a ‘‘potential’’ � for the final positions of the fluid particles may be introduced:

X ¼
g

�r

@�

@M
, Z ¼ f

@�

@�
: ð16a; bÞ

The Jacobian of the transformation from (x, z) to (X,Z) can be rewritten as

@ðX ,ZÞ

@ðM, �Þ

@ðM, �Þ

@ðx, zÞ
¼ 1, ð17Þ

from which we can obtain, replacing X and Z by their expressions (16 a,b) the following
Monge–Ampère equation for �:

@2�

@M2

@2�

@�2
�

@2�

@M@�

� �2

¼
�r
g f

1

q
: ð18Þ
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Assuming once again that fluid on the boundaries remains there (cf. (11)), this equation
has oblique Neumann-type boundary conditions

@�

@�
ðM�ðsÞ, ��ðsÞÞ ¼

z�

f
, ð19aÞ

g

�r

@�

@M
, f

@�

@�

� �
! xðM, �Þ, zðM, �Þð Þ as M ! �1, ð19bÞ

where ðM�ðsÞ, ��ðsÞÞ define the upper (zþ ¼ H) and lower boundaries (z� ¼ 0) in the
ðM, �Þ space, s is a coordinate along those boundaries, x and z are initial positions.

Known mathematical results on elliptic Monge–Ampère with Neumann boundary
conditions (Lions et al., 1986; Urbas, 1998) in a convex domain are, unfortunately,
not applicable here because, first, our equation does not have the standard Neumann
boundary conditions, and second, the domain in ðM, �Þ space is generally not
convex. Hence, the main obstacle to establish existence and uniqueness theorem for
the general geostrophic adjustment problem in stratified fluid comes from the presence
of boundaries. This is not surprising, because in all studies of frontogenesis, which is a
tightly related problem, see below, the singularity appears at the boundaries.

It is worth mentioning at this point that much research has been carried out on
the Monge–Ampère equation in the bounded domains in the context of the semi-
geostrophic approximation, especially by Cullen and collaborators (Cullen, 1983;
Cullen and Purser, 1984; Cullen and Purser, 1989; Cullen et al., 1991) in view of
extending the semi-geostrophic description of frontogenesis beyond the point where
a discontinuity forms. The semi-geostrophic description of the flow involves solution
of an elliptic Monge–Ampère equation at each timestep. Positiveness of the PV was
shown to be essential for stability (Shutts and Cullen, 1987) and is a necessary condition
for solving the equation. It was shown (Cullen and Purser, 1984; Cullen and Purser,
1989; Cullen et al., 1991) that it was always possible to rearrange fluid elements,
respecting conservation of potential temperature and the Lagrangian evolution of
geostrophic momentum, in order to obtain a solution. However, these solutions, as
a rule, include discontinuities in v and �, and the question whether they are reached
in course of evolution remains open.

The fact that equation (18) appears in the context of the semi-geostrophic frontogen-
esis is an indication that the two problems are related. This relation is rendered
mathematically precise in Appendix A. Advancing in time in the semi-geostrophic
description of frontogenesis is equivalent to considering a sequence of adjusted states
corresponding to initial states with tighter and tighter potential temperature gradients
in the horizontal, the squeezing of the potential temperature gradients being provided
by advection by the external deformation velocity field. Thus, the deformation field
provides a parameter allowing to pass from ‘‘normal’’ to ‘‘catastrophic’’ geostrophic
adjustment. Semi-geostrophic approximation in our 2ð1=2Þ-dimensional context
means exactly filtering the fast component and, thus, remaining on the diagnostic
level, time-changes appearing exclusively due to parametric dependence on the
deformation field. Thus the mathematics of the deformation and spontaneous
frontogenesis are exactly the same. From the numerical studies of the semi-geostrophic
frontogenesis it is known that discontinuities form for fluids with arbitrary distributions
of positive PV. Hence, we expect that for initial states that have strong enough
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horizontal variations in the potential temperature, a smooth adjusted state does not
exist.

Below we illustrate the non-existence of the adjusted state in the bounded domain for
strong enough gradients of the initial fields on the examples of zero- and uniform PV
distributions, where Lagrangian description allows to treat the problem analytically.
As expected, singularities form at the boundaries.

3.3. The zero-PV case

We illustrate the non-existence of smooth adjusted states by constructing solutions for
a zero-PV (ZPV) fluid in an horizontally infinite slab with arbitrary initial conditions.
The advantage of the ZPV case is that its simplicity makes it possible to obtain analy-
tically the necessary and sufficient condition for the existence of an adjusted state from
an initial state having a horizontal temperature gradient and a jet. The case of a ZPV
fluid was introduced as the technically simplest one in studies of frontogenesis (Hoskins
and Bretherton, 1972). The initial conditions are

�I ¼ �I ðxÞ and vI ¼ vI ðxÞ, ð20Þ

hence MI ¼ MI ðxÞ ¼ vI ðxÞ þ f x. After substitution in (10a), this yields

@ �XX

@z
f M0

I þ
@ �ZZ

@z

g�0I
�r

¼ 0, ð21Þ

where the prime denotes the x-derivatives. For compactness we introduce the following
quantity: �0

I ¼ g �0I=�r. Equation (21) can be integrated to give:

�XX ¼
FðxÞ

f M0
I

�
�0

I

f M0
I

�ZZ, ð22Þ

where FðxÞ is an arbitrary function. As MI and �I depend only on x, (22) shows that
isentropes (or isolines of geostrophic momentum) are straight lines in the final state.

Expression (22) can then be substituted into (10b), yielding an equation for Z that
can be straightforwardly integrated:

�ZZ2 �0
I

f M0
I

� �0

�2
F

f M0
I

� �0

�ZZ þ 2ðGðxÞ þ zÞ ¼ 0: ð23Þ

Here GðxÞ is a second unknown function of x. The two functions FðxÞ and GðxÞ can be
determined by using the boundary condition X ! x, for x ! �1 and by requiring
that fluid parcels initially on the upper and lower boundaries remain there:

�ZZðx, 0Þ ¼ 0 and �ZZðx,HÞ ¼ H: ð24Þ
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The following expressions are thus obtained:

�XX ¼ xþAðxÞ
H

2
� �ZZ

� �
, ð25aÞ

�ZZ ¼
1

A
0
ðxÞ

1þ
H

2
A

0
ðxÞ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ

H

2
A

0
ðxÞ

� �2

�2zA0
ðxÞ

s2
4

3
5, ð25bÞ

where notation A ¼ �0
I=fM

0
I is introduced for compactness.

If a discontinuity forms, this happens on a boundary, where @X=@x ðx, 0Þ ¼ 0 or
@X=@x ðx,HÞ ¼ 0. From (25a), this will happen if

@ �XX

@x
ðx, 0Þ ¼ 1þ

1

2
HA

0
ðxÞ ¼ 0, or

@ �XX

@x
ðx,HÞ ¼ 1�

1

2
HA

0
ðxÞ ¼ 0 , ð26Þ

or, coming back to the original notation:

g

f �r

�0I
f þ v0I

� �0

¼
g

f �r

�00I
f þ v0I

�
�0I v

00
I

ð f þ v0I Þ
2

 !
¼ �

2

H
: ð27Þ

This condition was first found in (Blumen and Wu, 1995). The presence of the initial
velocity shear vI thus means that the isentropes in initially anticyclonic regions v0I < 0
will have shallower slopes than in the absence of initial velocity (cf. (25a)). The
anticyclonic relative vortictiy of vI acts to locally lower down the Coriolis force,
hence allowing the fluid to spread more. Conversely, in initially cyclonic regions, the
shear enhances locally the Coriolis force and the fluid spreads less, yielding steeper
slopes of the isentropes. As a consequence, the regions of initially anticyclonic shear
will favor appearance of the discontinuity, either on the ground or on the top.

This situation is illustrated by figures 1 and 2. Note that the inversion of (25a) giving
x ¼ xð �XX , �ZZÞ is sufficient to find the profiles of � and v in the adjusted state. As � is a
Lagrangian invariant the change of variables �I ðxÞ ! �ðxð �XX , �ZZÞÞ is enough. The profile
of v is obtained from the Lagrangian invariance of the geostrophic momentum M:

vð �XX , �ZZÞ ¼ f xð �XX , �ZZÞ � �XX
� �

þ vI ðxð �XX , �ZZÞÞ: ð28Þ

In the case presented at figures 1 and 2 the inversion was made numerically. It is worth
noting that for �I / arctanðxÞ and zero vI all calculations may be done analytically
using Cardano formulas for solving (25a).

Although the ZPV case is special, it gives indications as to the effect of initial
horizontal shear impossible to obtain analytically in more realistic situations. In
particular, it is important to stress that the regions having initially anticyclonic shear
favor formation of a singularity, although the discontinuity will be associated, as in
the frontogenesis process (see Hoskins and Bretherton (1972) and appendix A) with
divergent cyclonic relative vorticity, see figure 2d. Thus, Lagrangian approach allows
for a full clarification of this point which was raised but not answered in the preceding
work (Wu and Blumen, 1995).
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Figure 1. Geostrophically adjusted state for an initial state with zero potential vorticity and vI ðxÞ ¼ 0.
Panel (a) shows the profiles of �I ¼ arctanð1:2xÞ (dashed; defined up to an additive constant), and A

0

(plain). All constants being taken equal to 1, the threshold for the formation of a discontinuity is A0
¼ �2;

indicated in a) by short-dashed lines. (b) final positions of particles initially forming a regular grid;
(c) isotachs of the final velocity field; (d) the velocity on top (plain) and bottom boundaries (dashed) as a
function of X.
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We can estimate A for temperature gradients typically observed in the atmosphere1.
Taking H to be 5 km, we find that the threshold for non-existence of the adjusted state
is � 4� 10�4m�1. Considering a situation without shear with an unbalanced potential
temperature gradient of 2K per 100 km and the same typical scale of variation

−3 −2 −1 1 2 3

−2

−1

1

2

−3 −2 −1 0 1 2 3
0

0.2

0.4

0.6

0.8

1

−3 −2 −1 0 1 2 3
0

0.2

0.4

0.6

0.8

1

−3 −2 −1 1 2 3

−0.5

−0.25

0.25

0.5

0.75

1

1.25

1.5

(a)

(b)

(c)

(d)

Figure 2. Same as figure 1, but with an initial condition including a non-zero velocity distribution
vI ðxÞ ¼ 0:58 expð�x2Þ, shown in (a) as the dotted line. The region of initial anticyclonic shear (x > 0) corre-
sponds to the region where �00I is negative, and hence favors the formation of a discontinuity near the ground,
as can be seen in (c) and (d). Note that the maximum positive value of A0 has been shifted to the region of
initial anticyclonic shear.

1Unbalanced ‘initial’ conditions can be forced, for example, by horizontal gradients in heating at land-sea
boundaries, or between a clear and a cloudy area (see Blumen and Williams, 2001 and refrences therein).
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(100 km), we find that A0 is of order 6� 10�4m�1. This gives an indication that the
threshold may be routinely reached by atmospheric mesoscale motions.

The study of the ZPV case thus shows that a smooth adjusted state may not exist for
initial states of the vertically bounded fluid with strong enough horizontal gradients
of potential temperature and/or strong enough anticyclonic shear. The question
remains open as to solutions with a discontinuity of the along-jet velocity in the
interior of the fluid layer. Such solutions were constructed in (Kalashnik, 1998,
2000), but the evolution of the fluid toward such a state may be prevented by turbulent
processes.

Another important question is that of attainability of the adjusted state constructed
above: indeed it is impossible for inertia-gravity waves (IGW) to propagate away
from a (localized) density anomaly as there is no background stratification. This
casts doubts, in the ZPV fluid, on the evacuation of excess energy by IGW radiation
which is the basic ingredient of the standard adjustment scenario as discussed in
Introduction (cf. also Blumen and Williams, 2001).

3.4. The uniform PV case

Geostrophic adjustment of a fluid with uniform PV (UPV), another technically
simplified case, was studied by Blumen and Wu (1995) and Kalashnik (1998). Using
geostrophic momentum M and �ZZ as coordinates (cf. Hoskins and Bretherton, 1972),
they obtained a Laplace equation for the potential temperature. Below, using
Lagrangian variables, we show that finding positions of particles in the adjusted
state is equivalent to solving the Laplace equation with Neumann boundary conditions.
As an initial state of uniform nonzero PV, we take

vI ¼ 0 , and �I ¼ �r
N2

g
zþ  ðxÞ

� �
, ð29Þ

where  (x) is an arbitrary function with a compact support derivative, and N2 is
constant. After substitution into (9a), this yields the following equations:

�
@ð �XX , f 2 xÞ

@ðx, zÞ
þ g  0 @

�ZZ

@z
�
N2

g

@ �ZZ

@x

� �
¼ 0, ð30aÞ

@ð �XX , �ZZÞ

@ðx, zÞ
¼ 1: ð30bÞ

We change variables, and use the final vertical position �ZZ of a fluid particle instead
of z. Hence the dependent variables are �XXðx, �ZZÞ and zðx, �ZZÞ, and the Jacobian of the
transformation is

@ðx, �ZZÞ

@ðx, zÞ
¼
@ �ZZ

@z
: ð31Þ
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In this new system of coordinates, equations (30a) and (30b) become

�
@ð �XX , f 2 xÞ

@ðx, �ZZÞ
þ g 0 þN2 @z

@x
¼ 0, ð32aÞ

@ �XX

@x
�
@z

@ �ZZ
¼ 0: ð32bÞ

Combining them to eliminate z, we obtain a Laplace equation which describes the
adjusted state

f 2 @
2 �XX

@ �ZZ2
þN2 @

2 �XX

@x2
¼ 0: ð33Þ

The boundary conditions follow from (11) and (32a):

@ �XX

@ �ZZ
¼

g

f 2
 0, for �ZZ ¼ 0,H: ð34Þ

By a proper rescaling of x, �ZZ and  we get a standard Neumann problem for �XX obeying
the Laplace equation in a unit strip �1 < x < þ1, 0 < �ZZ < 1 with the normal
derivative on both boundaries equal to  0 and �XX ! x as x ! �1. As is well known
(see e.g. Laurentiev and Shabat 1987), a solution of the Neumann problem may be
obtained from a solution Fðx, �ZZÞ ¼ aðx, �ZZÞ þ i bðx, �ZZÞ of the corresponding Dirichlet
problem for the conjugate analytic function. The boundary condition for the
Dirichlet problem is obtained by integrating the Neumann boundary condition along
the boundary. The Schwarz integral for the unit strip in the complex plane
� ¼ xþ i �ZZ which provides solution of the Dirichlet problem with boundary conditions
aj �ZZ¼0, 1¼ a0, 1 is

Fð�Þ ¼ �
i

2

Z þ1

�1

dt a0ðtÞ coth
�ðt� �Þ

2
þ

i

2

Z þ1

�1

dt a1ðtÞ tanh
�ðt� �Þ

2
: ð35Þ

In our case a0 ¼ a1 ¼  and, after elementary transformations we get

Fð�Þ ¼ �i

Z þ1

�1

dt
 ðtÞ

sinh�ðt� �Þ
: ð36Þ

Separating the real part of the function F we get

aðx, �ZZÞ ¼

Z þ1

�1

dt ðtÞ
cosh�ðt� xÞ sin� �ZZ

sinh2 �ðt� xÞ þ sin2 � �ZZ
: ð37Þ

The corresponding solution of the Neumann problem for �XX is then obtained by the
integration of the Cauchy–Riemann relation @ �XX=@x ¼ �@a=@ �ZZ and taking into account
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the boundary conditions at infinity (cf. Kalashnik, 1998):

�XXðx, �ZZÞ ¼ xþ

Z þ1

x

dt 1þ
@a

@ �ZZ

� �
: ð38Þ

Thus, solution for �XX is available but it does not always correspond to a physical one.
For �XX to describe a physical solution, the Jacobian (31) has to be nonzero everywhere,
implying that (cf. (32b))

@ �XX

@x
> 0

everywhere. As can be easily seen from (38), (37), and demonstrated by previous
studies (Blumen and Wu, 1995; Kalashnik, 1998, 2000), for a given profile of  there
is a critical intensity of the initial �-gradient for which a discontinuity appears at
the boundary. For initial gradients stronger than that critical value, a well-defined,
continuous adjusted state no longer exists.

Thus, in both the ZPV and UPV cases in the vertically bounded domains, it is
possible to explicitly construct solutions to equations (10) and (11) and we answer,
by direct computation, the question of existence and uniqueness of the adjusted
state. The adjusted state does not exist for intense enough initial gradients of potential
temperature or moderate potential temperature gradients combined with intense
enough shears. Whether this means that a corresponding discontinuous state is reached
or that wave-breaking events deviate the relaxation process toward some other final
state remains an open question. The nonexistence of an adjusted state even for positive
constant PV in the presence of boundaries shows their importance in the adjustment
process. We will see below that their role is also crucial in the relaxation toward an
adjusted state when the unbalanced component of motion is not filtered.

4. Perturbative description of the adjustment process

We here consider, in the case when an adjusted state exists, the attainability of this
state.

4.1. Dynamics of small perturbations on the background of the adjusted state

We start from the Lagrangian primitive equations (9a,b) and assume that the initial
conditions are such that an adjusted state ð �XX , �ZZÞ exists. It is natural to introduce the
deviations of the particle positions from equilibrium:

X ¼ �XX þ �, Z ¼ �ZZ þ �, ð39Þ

so that equation (9a) becomes

@ð �XX þ �, €��Þ

@ðx, zÞ
�
@ð �XX þ �, f MI Þ

@ðx, zÞ
þ

g

�r

@ð�I , �ZZ þ �Þ

@ðx, zÞ
¼ 0: ð40Þ
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It is more convenient to use as independent variables the positions of the particles in
the adjusted state ð �XX , �ZZÞ, rather than the initial positions (x, z). When this change of
variables is made in (40), two terms which express the thermal wind relation in the
adjusted state cancel out. Furthermore, it is advantageous to express the gradients of
�vv and � in the adjusted state through the geopotential ���, making use of geostrophic
and hydrostatic balances, respectively. Equation (40) then becomes

@2

@t2
þ f 2 þ

@2 ���

@ �XX2

� �
@�

@ �ZZ
þ

@2 ���

@ �XX@ �ZZ
�
@�

@ �XX
þ
@�

@ �ZZ

� �
@2 ���

@ �ZZ2

@�

@ �XX
¼ 0: ð41Þ

The incompressibility condition (9a) gives

@�

@ �XX
þ
@�

@ �ZZ
þ
@ð�, �Þ

@ð �XX , �ZZÞ
¼ 0: ð42Þ

In the previous sections we did not introduce the characteristic scales in the equations
in order to emphasize that the analysis did not depend on scaling assumptions. We will
now introduce the scales appropriate for the perturbative description.

As we are interested in inertia-gravity waves, time will be scaled by f�1. The horizon-
tal displacements scale is U/ f, where U is the order of magnitude of the transverse
velocity perturbations. These are small with respect to the jet velocity, of order V,
so we can write U ¼ �V , with �� 1. This scaling applies to flows in which the
velocity field is dominated by a jet in one direction. The typical horizontal and vertical
lengthscales are L andH, respectively. The scale of the vertical displacements is UH/f L,
from the continuity equation. We thus obtain

@2

@t2
þ 1þ Ro

@2 ���

@ �XX2

� �
@�

@ �ZZ
þ Ro

@2 ���

@ �XX@ �ZZ
�
@�

@ �XX
þ
@�

@ �ZZ

� �
� Bu

@2 ���

@ �ZZ2

@�

@ �XX
¼ 0, ð43aÞ

@�

@ �XX
þ
@�

@ �ZZ
þ �Ro

@ð�, �Þ

@ð �XX , �ZZÞ
¼ 0, ð43bÞ

where Ro ¼ V=fL is the Rossby number and Bu ¼ N2H2=f 2L2 is the Burger number.
As we consider intense jets, the Rossby number is of order 1. The Burger number
will also be taken of order 1. The small parameter is �; hence we expand � in asymptotic
series

� ¼ �ð0Þ þ ��ð1Þ þ � � � ð44Þ

and similarly for �. Then from (43b) we obtain at leading order

@�ð0Þ

@ �XX
þ
@�ð0Þ

@ �ZZ
¼ 0 ð45Þ
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and hence there exists a streamfunction  ð0Þ such that

�ð0Þ ¼ �
@ ð0Þ

@ �ZZ
, �ð0Þ ¼

@ ð0Þ

@ �XX
: ð46Þ

Equation (43a) can then be rewritten

@2

@t2
þ 1þ

@2 ���

@ �XX2

� �
@2 ð0Þ

@ �ZZ2
�

@2 ���

@ �XX@ �ZZ

@2 ð0Þ

@ �XX@ �ZZ
þ
@2 ���

@ �ZZ2

@2 ð0Þ

@ �XX2
¼ 0: ð47Þ

The boundary conditions are provided by the requirements of no vertical displacement
for parcels on the top and bottom boundaries, and of bounded displacements. The first
condition implies that  ð0Þ is constant on the top and bottom boundaries (cf. the second
expression in (46)). As we suppose that there is no overall displacement of the fluid
layer in the X-direction, these constants are equal; furthermore, as they are arbitrary
they can be set equal to zero, yielding:  ð0Þð �XX , 0Þ ¼  ð0Þð �XX, 1Þ ¼ 0. The second con-
dition, combined with the first one, imposes that  ð0Þ remains bounded as �XX ! �1

(see the first expression in (46)). Equation (47) closely resembles the homogeneous
part of the Sawyer–Eliassen equation (see e.g. Holton, 1992) except for the addition
of the term with the double-time derivative, which makes (47) a prognostic equation.
In the Sawyer–Eliassen equation, this term is absent because the fast time has been
filtered out by particular scaling, making the equation diagnostic.

Analytical progress is difficult because of spatially varying coefficients in this
equation. Some insight can nevertheless be gained by considering the Fourier-
transformation of  ð0Þ in time. The equation for the spatial structure of the Fourier-
component of frequency !, ( ð0Þ

! ð �XX, �ZZÞ) is

1þ
@2 ���

@ �XX2
� !2

� �
@2 ð0Þ

!

@ �ZZ2
� 2

@2 ð0Þ
!

@ �XX@ �ZZ

@2 ���

@ �XX@ �ZZ
þ
@2 ð0Þ

!

@ �XX2

@2 ���

@ �ZZ2
¼ 0: ð48Þ

This equation is hyperbolic in the variables �XX and �ZZ when

1þ
@2 ���

@ �XX2
� !2

� �
@2 ���

@ �ZZ2
� �

@2 ���

@ �XX@ �ZZ

� �2

¼ q�
@2 ���

@ �ZZ2
!2 < 0; ð49Þ

and elliptic otherwise. Given the boundary conditions, hyperbolicity of this equation
in some region is a necessary condition for a nontrivial solution, i.e. for waves at
frequency !, to exist.

Away from the jet, q � @2 ���=@ �ZZ2 and the equation is hyperbolic for all !>1 if the
condition of static stability @2 ���=@ �ZZ2 > 0 is satisfied. Equation (48) becomes parabolic
for large X in a zero-PV fluid with no stratification (@2 ���=@ �ZZ2 ¼ 0). For !<1, equation
(48) may be hyperbolic locally in regions of anticyclonic shear. The modes with !<1,
if they exist, are evanescent outside of the anticyclonic region of the jet; hence they
are trapped. Qualitatively (Klein and Tréguier, 1995), the trapping of waves can be
understood in the following way: the relative vorticity of the jet modifies locally the
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Coriolis parameter to the value 1þ @ �vv=@ �XX , making it possible to have waves with sub-
inertial frequency in the anticyclonic region (Kunze, 1985).

Once potential temperature and velocity profiles of the adjusted state are known,
equation (48) in hyperbolic regions may be solved by the method of characteristics.
However, such study is rather involved in the general baroclinic case and lies beyond
the scope of the present paper. In the following section a simplifying assumption of
barotropic jet will be made to allow further (semi-)analytical progress. (Note that the
presence of the time-derivative in (47) makes the change of variables applied in the
standard analysis of the Sawyer–Eliassen equation ineffective.)

4.2. Trapped waves in a barotropic jet

The non-dimensional geopotential describing a balanced barotropic jet is

��� ¼ �ð �XXÞ þ 1
2
�ZZ2: ð50Þ

The mean stratification, which we suppose constant, is given by the second derivative
of the second term in this expression and the jet velocity is �vv ¼ �0, where the prime
denotes the X-derivative �0 ¼ @�=@ �XX . In order to provide illustrations, an example �
which allows for explicit analytical solution is considered below and in Appendix B.
It consists in a compact jet with piecewise-linear relative vorticity which is shown in
figure 3. This example is useful in providing illustrations and analytical solutions.
The results obtained below are general and do not restrict to this example.

If an unbalanced fast component is added to (50), the equation for its evolution is
(cf. (47)):

1þ�00 þ
@2

@t2

� �
@2 ð0Þ

@ �ZZ2
þ
@2 ð0Þ

@ �XX2
¼ 0: ð51Þ

It allows a separation of variables and a regular Sturm–Liouville problem in the
vertical results; given the boundary conditions, the vertical eigenfunctions are sinðn� �ZZÞ.
Hence the solutions is

 ð0Þð �XX , �ZZ, tÞ ¼
X
n

sinðn� �ZZÞ  ð0Þ
n ð �XX , tÞ: ð52Þ

−1 −0.5 0.5 1

−1

−0.5

0.5

1

x

Figure 3. Profiles used to obtain explicit analytical solutions: � (dashed), jet velocity �0 (plain) and relative
vorticity �00 (thick) in appendix B. The parameters are the half-width L and the maximum value of the relative
vorticity B; here both are taken equal to 1.
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We look for  ð0Þ
n ð �XX , tÞ with a time-dependence of the form e�i!t and get a Sturm–

Liouville problem on ð�1, þ1Þ. We denote by  ̂ n!ðxÞ the horizontal eigenfunction
with vertical wavenumber n and frequency !. The equation for  ̂ n!ð �XXÞ has the form
of Shrödinger equation for stationary states of a particle in a potential (e.g. Messiah,
1995):

@2 ̂ n!

@ �XX2
� n2�2ð1þ�00 � !2Þ ̂ n! ¼ 0: ð53Þ

The factor n2�2 may be removed by rescaling X as S ¼ n� �XX . This gives the equation:

@ ̂ n!

@S2
� ð1þ�00ðS=n�Þ � !2Þ ̂ n! ¼ 0, ð54Þ

where the ‘‘potential’’ is ð1þ�00ðS=n�ÞÞ and the eigenvalues are !2. For any given
profile of �, the depth of the potential is always the same, but its width depends on
the vertical wavenumber n: the smaller the vertical scale of the waves, the wider the
potential.

It is known that Shrödinger equation (54) has a continuous and a discrete spectrum
(e.g. Messiah, 1995) of eigenvalues !2. In our case, the potential ð1þ�00Þ tends to one
as �XX ! 1; hence, for a given n, we have

. a continuous spectrum of solutions with !>1. This part of the spectrum is doubly
degenerate (two independent solutions for each eigenvalue !) and corresponds to
leftward and rightward propagating waves.

. a discrete spectrum of solutions with subinertial frequencies:

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Minð1þ�00Þ

p
< ! < 1: ð55Þ

This part of the spectrum is nondegenerate, and corresponds to localized solutions.
These solutions are exponentially decaying outside the region where ð1þ�00�

!2Þ < 0, and have oscillatory character inside that region: they are trapped in the
anticyclonic part of the jet. For any given n, the fundamental mode (lowest possible
!, cf. figures 4a and b) has no nodes; the next mode, if it exists, has one node (e.g.
figure 4c)), etc. . .

For jets of the form displayed in figure 3 a semi-analytic analysis of the discrete
spectrum is possible. Analytic expressions for the trapped modes are obtained with
the help of Airy functions (cf. appendix B). Examples are presented in figure 4. The
corresponding dispersion relation !(n) is shown in figure 5. For the fundamental
mode, the frequency tends very slowly toward the lower bound as n ! 1.

Trapped subinertial modes have been investigated in rectilinear jets with small
Rossby numbers by Kunze (1985), for waves that have small horizontal scales relative
to the width of the jet, using the WKB approximation. He showed that sub-inertial
waves were laterally trapped because they encountered turning points and were
reflected as they propagated away from the core of the anticyclonic region. Our analysis
extends his one to waves that have a horizontal scale comparable to that of the jet, and
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giving their full structure in the horizontal, including their decay outside of the antic-
yclonic region. The implications of the horizontal structure of the waves for data
analysis is discussed in appendix C.2. The value we obtain for the minimal frequency
of the subinertial waves also extends that found by Kunze, which was the linear
approximation of (55), i.e. Minð1þ ð1=2Þ�00Þ.
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Figure 4. Horizontal structure for the trapped modes, with B¼ 0.5 and L¼ 1; upper-left: fundamental mode
for n¼ 1. The other three figures are the three possible modes for n¼ 6 (upper-right !¼ 0.80, lower-left
!¼ 0.91, and lower-right !¼ 0.98). Note how increase in n, and to a lesser extent decrease in !, make the
wave more localized within the anticyclonic part of the jet.
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Figure 5. Dispersion relation for the trapped modes in a jet with profile given in appendix B, with B¼ 0.9
and L¼ 1.
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For a jet with relative vorticity lower than the opposite of the planetary vorticity
(�1 for our non-dimensional variables, �f otherwise) unstable modes (with !2 < 0)
are possible. For a fluid on the f-plane this is the criterion for inertial (symmetric)
instability, and trapped modes are the stable counterparts of inertially (or more gener-
ally symmetrically) unstable modes which appear when the anticyclonic vorticity is
strong enough.

4.3. Implications of trapping for the geostrophic adjustment

The implication for the geostrophic adjustment is that the standard scenario, with
waves propagating away from the initial anomaly in a few inertial periods is to be
revised. A transverse circulation  ð0Þ corresponding to arbitrary perturbation of
the balanced jet has projections both onto continuous and onto discrete parts of the
spectrum:

 ð0Þ ¼
X
n

sinðn� �ZZÞ
X
!

an! ̂ n!ð �XXÞ þ

Z
!>1

d! an!þ ̂ n!þð �XXÞ þ an!� ̂ n!�ð �XXÞ

� �
ei!t þ c:c:

" #
:

ð56Þ

The modes of the continuous spectrum will propagate away, but the trapped modes
will remain in the anticyclonic part of the jet. Moreover, if the PV of the initial jet
is non-positive definite, part of the perturbation will break down inside the jet due to
inertial instability, switching on dissipation and changing the initial PV-distribution.
Hence, in general, the flow will not converge to the stationary adjusted state, but,
if stable, will reach a nonstationary oscillatory state2. Note however that, as becomes
evident in Lagrangian formalism, the presence of trapped waves, whatever their
amplitude, can not alter the adjusted state of the fluid, unless dissipative processes
come into play.

It is worth mentioning that on the example of the barotropic jet we see both an
illustration of the role of the positivity of PV (inertial instability happens when PV
of the initial jet (50) is non-positive) and that of the vertical boundaries (trapped
modes bounce between them in the barotropic jet) in deviations of the adjustment
process from the standard scenario.

The trapped waves were discussed above in the Lagrangian framework; it is
worthwhile to investigate how the presence of the trapped waves manifests itself in
the Eulerian framework, how they affect the classical identification of the balanced
part of a flow by inversion of the Eulerian PV distribution. This question is addressed
in Appendix C.3, where it is shown that the waves have a signature of order Oð�Þ
on the instantaneous PV distribution; furthermore, it is shown that they cannot be
time-filtered as they have an effect of order Oð�2Þ on the time-averaged PV distribution.

We, thus, showed how to describe analytically the trapping in the anticyclonic shear
region in the specific case of a barotropic jet. In order to get indications of what goes

2The nonlinear terms due to the interaction of the wave with itself will have double frequency 2!, which may
fall in the continuous spectrum of free waves. This will weakly excite free waves with frequency 2!, and hence
the trapped wave may slowly leak out. This, however, would occur on timescales much longer than those
usually considered for geostrophic adjustment.
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on in the baroclinic case, a WKB-calculation is carried out in the next section 4.4
to describe the vertical propagation of trapped waves in a jet with parameters slowly
varying in the vertical.

4.4. Laterally trapped waves in a baroclinic jet varying slowly in the vertical

In order to describe the slow vertical variations of the jet we consider two vertical
coordinates: �ZZ for the waves, and Z for the jet. The horizontal profile of the jet
is shown in figure 3; the two parameters defining this profile, at each level Z, are B,
the maximum of the relative vorticity, and L, the half-width of the jet. B ¼

B0 expð�Z2=8Þ and for simplicity L was chosen constant L ¼ L0.
A trapped wave in a slowly varying baroclinic jet is given by

 ð �XX , �ZZ, tÞ ¼ aðZÞ  ̂ m,!ð �XXÞei’ðt,
�ZZÞ þ c:c:, ð57Þ

where a is the amplitude,  ̂ m,!ðxÞ is obtained as the solution of equation (53) in which
n2�2 is replaced by m2, and the phase function ’ verifies

@’

@ �ZZ
¼ m,

@’

@t
¼ �! ð58Þ

with

! ¼ �ðm,B,LÞ: ð59Þ

We consider propagation of a wave packet; at each altitude, its wavenumber and
frequency verify the dispersion relation valid for the local parameters, as shown
in (59), or ! ¼ �ðmðZÞ,BðZÞ,LðZÞÞ to emphasize the Z-dependence. By standard
manipulations we obtain

dm

dt
¼ �

@�

@B

@B

@Z
�
@�

@L

@L

@Z
ð60Þ

with d=dt ¼ @=@tþ CgZ@=@Z. A similar equation for d!=dt shows that the wave
frequency changes only if the environment changes with time. As we consider a
stationary jet, ! will remain constant.

The ray-tracing procedure is restricted to following the altitude and vertical
wavenumber of the trapped wave as it propagates within the jet, starting from
Z ¼ 0. For positive m and ! the group velocity is negative3. As the wave packet
descends, it enters regions less favorable for trapping: the lower bound of possible
frequencies for the trapped modes increases. As ! remains unchanged, m increases,
the group velocity decreases, and the propagation of the wave packet slows down,
its vertical wavelength decreasing. Figure 6 displays the vertical propagation of
the wave packet, and the evolution of its wavenumber. The initial wave parameters
were: m ¼ 4,! ¼ 0:792. As the wave frequency ! is lower than the inertial period,
the wave can not propagate beyond the trapping threshold (cf. (55)). In the displayed

3Because the jet is symmetric with respect to Z ¼ 0, the results are the same for the wave with a positive group
velocity.
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case
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Minxð1þ�00ð �XX ,ZÞÞ

p
¼ ! ¼ 0:792 gives Z ¼ �2:8, in agreement with the simula-

tions. As can be seen from figure 6, the propagation of the wave packet becomes very
slow there.

Kunze, (1985) identifies this situation with a critical level. As for waves approaching
a critical level the wavenumber diverges and the group velocity vanishes; note
however that there is no phase velocity in the direction of the mean flow here.
Obviously, the wavenumber can not grow indefinitely; the corresponding increase of
gradients will lead to breaking and dissipation of the wave.

This result suggests that there are probably no trapped modes of the form
 ð �XX , �ZZÞ expði!tÞ þ c:c: in the fully baroclinic case. Indeed, whereas the WKB
approximation for the propagation of a subinertial wave packet of small horizontal
extent in a barotropic jet shows that the wave packet is reflected laterally, and hence
laterally trapped in the anticyclonic region (Kunze, 1985), there is no counterpart of
this effect in the vertical propagation: the waves are dissipated, not reflected. The
vertical boundedness of the domain considered in section 4.2 is, thus, essential for
the existence of the trapped modes which may bounce up and down between the vertical
boundaries.

The WKB calculation also suggests that the geostrophic adjustment of a perturbation
inside a jet rapidly triggers dissipative processes as subinertial waves approach their
critical levels. This observation also modifies the classical scenario of adjustment,
especially if one notes that no large amplitude of the initial perturbation is required
for such process.

The self-consistency of the WKB approach will be broken if the term with
cross derivatives (cf. (47)) ð@2�=@X@ZÞð@2 =@XZÞ becomes comparable to ð@2�=@Z2Þ

ð@2�=@X2Þ. Thus, for self-consistency we need to have

h 	
f VL

N2Hv
, ð61Þ

where Hv is the vertical scale of the jet, and h is the vertical scale of the waves. For a
moderate and tall jet (30ms�1, 200 km wide, 5 km tall) in strongly stratified fluid
( f ¼ 10�4, N ¼ 2 � 10�2), h has to be larger than 300m.

This constraint is somewhat restrictive, but the WKB study nevertheless provides
some useful indications suggesting that the upper and lower limits of a jet act as critical

50 100 150 200 250

−2.5

−2.25

−1.75

−1.5

−1.25

−1

t

50 100 150 200 250

10

20

30

40

m

t
(a) (b)

Figure 6. (a) An example of a ray; the first instants of descent (starting from z¼ 0) are cut off; time is in
inertial periods. (b) Evolution of m with time.
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levels for subinertial waves trapped in the anticyclonic part of the jet. Hence, they
are regions where low-frequency inertia-gravity waves are likely to be observed with
important amplitudes (this is consistent, for example, with numerical simulations of
Klein and Tréguier (1995)), and eventually to break.

Finally, to make a link with the existence theorem for the adjusted state established
earlier in the absence of vertical boundaries, the present example shows that even if the
adjusted state exists, there are obstacles in reaching it starting from arbitrary initial con-
figuration if this latter has projection on subinertial modes. This, as was just shown, will
necessarily lead to switching on dissipation and deviating the adjustment process
toward a different balanced state.

5. Summary and discussion

The use of Lagrangian variables turns out to be appropriate and efficient in the
standard (in fact, semi-geostrophic) 2(1/2)-dimensional geometry of rectilinear jets
and fronts in continuously stratified rotating fluid. The reason for this is that geostro-
phically balanced states (thermal wind) are exact steady solutions of the hydrostatic
equations of motion in this geometry, and Lagrangian variables take automatically
into account the advection effects which are a serious complication in Eulerian
variables. The separation of the full nonlinear flow into a balanced and an unbalanced
part becomes obvious, which constitutes a major advantage in studying two
fundamental problems of fully nonlinear geostrophic adjustment:

1. existence and uniqueness of a smooth adjusted state with the same values of the
integrals of motion as the initial state, and

2. attainability of the adjusted state through the process of emission of inertia-gravity
waves from the initial perturbation.

We exploited this advantage of the Lagrangian approach to show that in the above-
defined geometry for problem 1:

. A unique adjusted state exists in the case of localized frontal anomalies with positive
PV in infinite domain,

. Obstacles for the existence and uniqueness proof arise in the presence of boundaries,
even for positive PV,

. Non-existence of a smooth adjusted state may be proved by explicit solutions of the
equations of motion in the cases of zero or constant and positive PV,

. A direct relation exists between the classical semi-geostrophic deformation
frontogenesis and geostrophic adjustment with no smooth final adjusted state
(spontaneous frontogenesis), which allows to presume that in the presence of
boundaries, strong enough initial horizontal density gradients and/or vorticities
prohibit existence of a smooth adjusted state for general (non-constant) distributions
of PV.

For problem 2 we obtain a prognostic Sawyer–Eliassen equation and use it to show
that:

. Trapped subinertial modes may exist within jets in vertically bounded domains
rendering the adjustment process incomplete,
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. These modes become unstable for jets with non positive-definite PV, giving thus a
concrete physical mechanism preventing existence of the smooth adjusted state in
such case,

. Subinertial modes with a horizontal scale comparable to that of the jet encounter
critical layers and dissipate while vertically propagating within a baroclinic jet,
which provides an alternative to the standard relaxation-by-emission adjustment
mechanism, and presumably deviates relaxation from the diagnostically determined
(problem 1) adjusted state.

Comparing these results with those obtained earlier by the same method in the rotat-
ing shallow water (Zeitlin et al., 2003), we see that, as expected, the adjustment in
stratified fluid is substantially more complicated. In the previous case, the existence
of a canonical model of wave-breaking and shock formation allowed immediate
verification of the theoretical predictions by high-resolution numerical simulations
(Bouchut et al., 2004). These simulations showed that although shock formation
provides an effective energy sink complementary to wave emission, it does not
change substantially the adjustment scenario. Wave-breaking in stratified fluid, espe-
cially with boundaries, is a much more complex process not sufficiently resolved by
the existing numerical codes. Various instabilities of stratified shear flows may come
into play during this process and we are far from comprehensive understanding here.
That is why elucidating the role of breaking events of various nature in the adjustment
of stratified fluid, especially in frontogenetic case with no smooth adjusted state,
remains a challenge. As shown by our simple estimates, such cases may be rather
common in the atmosphere.
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Appendix A. A comment on the semi-geostrophic deformation frontogenesis

The change of variables used in the classical theory of 2D semi-geostrophic (SG)
deformation frontogenesis is relevant to the diagnostic 2D geostrophic adjustment
problem, which is sometimes called spontaneous frontogenesis if it produces a singular
adjusted state. Below we revisit the SG deformation frontogenesis (section A.1) to make
it evident that it is equivalent to a succession of diagnostic geostrophic adjustment
problems (section A.2).

A.1. Semi-geostrophic approach to the deformation frontogenesis

In the following, we use our notation to describe the classical approach of Hoskins
and Bretherton (1972). In their study, the flow is embedded in a large scale
barotropic deformation field. Hence the expression of the full horizontal velocity is

Lagrangian approach to geostrophic adjustment in a stratified fluid 127



(�	X þ u, 	Y þ vÞ, where 	>0 and may vary in time. Geostrophic momentum is
defined by M ¼ f X þ v (only the part of the Y-velocity that is not associated with
the deformation field is used). With a proper definition of �, the following equation
is obtained:

_MM ¼ �	M: ðA:1Þ

The potential temperature and potential vorticity are conserved, so that the Lagrangian
evolution of the variables �, q and M is known. Their initial distributions are �0, q0
and M0.

At any time t in the SG description of the 2D frontogenesis, the positions of the
fluid particles ðXsgðx, z, tÞ,Zsgðx, z, tÞÞ are such that the thermal wind relation (5) is
satisfied. The effect of the deformation field is expressed as

@ðXsg,ZsgÞ

@ðx, zÞ
¼ e�
 ðA:2Þ

with


ðtÞ ¼

Z t

0

	ðt0Þ dt0:

As noted by Hoskins and Bretherton (1972), time enters the problem only as a
parameter. Hence to determine the state of the fluid at time t in the semi-geostrophic
description of frontogenesis, one has to solve the following equations

f
@ðXsg,MÞ

@ðx, zÞ
¼

g

�r

@ð�,ZsgÞ

@ðx, zÞ
, ðA:3aÞ

@Xsg,Zsg

@ðx, zÞ
¼ e�
 ðA:3bÞ

with boundary conditions

Zsgðx, 0Þ ¼ 0 and Zsgðx,HÞ ¼ H, ðA:4Þ

and where � and M are given by

�ðx, z, tÞ ¼ �0ðx, zÞ and Mðx, z, tÞ ¼ e�
M0ðx, zÞ: ðA:5Þ

It is easy to see from (A.3b) and (A.5) that PV (cf. (4)) is conserved.

A.2. Equivalent geostrophic adjustment problem

The above problem has a form nearly identical to the diagnostic adjustment, as
presented in section 3. By rescaling the x variable, we now show that, indeed, the
two problems are equivalent.
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We rescale x : s ¼ x expð�
Þ, which would be the position at t of a particle initially
at x if only the deformation field were present. Equations (A.3)–(A.5) are then identical
to (10), (11), with the following initial distributions for � and M:

�I ðs, zÞ ¼ �0ðs e

, zÞ and MI ðs, zÞ ¼ e�
M0ðs e


, zÞ: ðA:6Þ

It is worth noting that the SG equations are an approximation, whereas the equations
(10a,b) for the adjustment problem are exact. The hypothesis rendering the two
equivalent is that HB suppose that at any t, the Y-velocity is nearly in geostrophic
balance; their expression for PV only takes into account the geostrophic part of v,
and therefore is the same as the exact expression for the PV in a stationary adjusted
solution of the full equations.

Although the two problems are formally equivalent, it seems that it was not realized
in previous studies of the geostrophic adjustment of frontal anomalies. In particular,
the description by Kalashnik (1998) of discontinuities penetrating the fluid parallels
that of discontinuities introduced by Cullen (1983) and Cullen and Purser (1984) to
extend the validity of the semi-geostrophic description of frontogenesis. The principles
used are the same: conservations of Lagrangian quantities, and the Margules relation
relating the jumps of M and � at the discontinuity.

An immediate consequence is that, as discontinuities are known to form in SG
frontogenesis for any initial condition with a horizontal potential temperature gradient
if the deformation field acts for long enough time, there always exist initial conditions
for which it is impossible to reach a continuous steady state without dissipation and
the adjusted state is not well-defined. Another consequence is that examples available
in the literature on SG deformation frontogenesis can be interpreted as illustrations
of adjusted states for geostrophic adjustment problems with the appropriate initial
conditions.

Appendix B. An explicit example of trapped modes in a barotropic jet

We here construct explicit analytical solutions of the trapped waves considered in
section 4.2 for the special case of baratropic jets having piecewise linear relative
vorticity. The relative vorticity �00 is symmetric and defined by using two parameters:
L, the half-width of the jet, and B, its maximum value. It is given by a linear function
in each of the five regions denoted as follows: I for �XX < �L, II for �L < �XX < �L=2,
III for �L=2 < �XX < L=2, IV for L=2 < �XX < L, and V for L < �XX.

The geopotential is (cf. figure 4):

�ð �XXÞ ¼ 0 in I, ðB:1aÞ

�ð �XXÞ ¼
BL2

3

�XX

L
þ 1

� �3

in II, ðB:1bÞ

�ð �XXÞ ¼ BL2 �
�XX3

3L3
þ
1

2

�XX

L
þ
1

4

� �
in III, ðB:1cÞ

Lagrangian approach to geostrophic adjustment in a stratified fluid 129



�ð �XXÞ ¼
BL2

3

�XX

L
þ 1

� �3

þ
3

2

 !
in IV, ðB:1dÞ

�ð �XXÞ ¼
BL2

2
in V, ðB:1eÞ

and the relative vorticity �00 and vð0Þ ¼ �0 easily follow. In each of the five regions,
we have an equation of the form (cf. (44))

f 00 þ ðcþ asÞ f ¼ 0 ðB:2Þ

with solutions

f ðsÞ ¼ AA
cþ as

a2=3

� �
þ BB

cþ as

a2=3

� �
, ðB:3Þ

where A and B are the Airy functions. Hence, equations for the horizontal structure of
a trapped mode of frequency ! and its solutions will be, in each of the five zones:

I:  00
1 � c 1 ¼ 0, ðB:4aÞ

 1ðsÞ ¼ A1e
ffiffi
c

p
s þ B1e

�
ffiffi
c

p
s, ðB:4bÞ

II:  00
2 � ðcþ �3ðsþ LÞÞ 2 ¼ 0, ðB:4cÞ

 2ðsÞ ¼ A2A
cþ �3ðsþ LÞ

�2

� �
þ B2B

cþ �3ðsþ LÞ

�2

� �
, ðB:4dÞ

III:  00
3 � ðc� �3sÞ 3 ¼ 0, ðB:4eÞ

 3ðsÞ ¼ A3A
c� �3s

�2

� �
þ B3B

c� �3s

�2

� �
, ðB:4fÞ

IV:  00
4 � cþ �3ðs� LÞ

	 

 4 ¼ 0, ðB:4gÞ

 4ðsÞ ¼ A4A
cþ �3ðs� LÞ

�2

� �
þ B4B

cþ �3ðs� LÞ

�2

� �
, ðB:4hÞ

V:  00
5 � c 5 ¼ 0, ðB:4iÞ

 5ðsÞ ¼ A5e
�
ffiffi
c

p
s þ B5e

ffiffi
c

p
s, ðB:4jÞ

where c ¼ 1� !2 and � ¼ ð2B=LÞ1=3.
At each of the four boundaries between two regions, the functions and their first

derivative must match. Thus, matching at point s ¼ �L yields two linear equations
for the two unknowns A2 and B2 to be expressed using A1 and B1. Similarly, matching
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at the other points will give expressions for each pair Ai, Bi using coefficients
Ai�1, Bi�1:

I�II : A2 ¼ A1
e�

ffiffi
c

p
L

CC
B
0
ð p1Þ �

ffiffiffi
c

p

�
Bð p1Þ

� �
,

B2 ¼ A1
e�

ffiffi
c

p
L

CC

ffiffiffi
c

p

�
Að p1Þ � A

0
ð p1Þ

� �
, ðB:5aÞ

II�III : A3 ¼
1

CC
ðABÞ

0
ð p2ÞA2 þ B

2
� �0

ð p2ÞB2

h i
;

B3 ¼ �
1

CC
ðA

2
Þ
0
ð p2ÞA2 þ ðABÞ

0
ð p2ÞB2

	 

; ðB:5bÞ

III�IV : A4 ¼
1

CC
ðABÞ

0
ðp3ÞA3 þ B

2
� �0

ðp3ÞB3

h i
;

B4 ¼ �
1

CC
A

2
� �0

ð p3ÞA3 þ ðABÞ
0
ð p3ÞB3

h i
; ðB:5cÞ

IV� V : A5 ¼
e
ffiffi
c

p
L

2
Að p1Þ �

�ffiffiffi
c

p A
0
ð p1Þ

� �
A4 þ Bð p1Þ �

�ffiffiffi
c

p B
0
ð p1Þ

� �
B4

� �
,

B5 ¼
e�

ffiffi
c

p
L

2
Að p1Þ þ

�ffiffiffi
c

p A
0
ðp1Þ

� �
A4 þ Bð p1Þ þ

�ffiffiffi
c

p B
0
ð p1Þ

� �
B4

� �
, ðB:5dÞ

where

CC ¼ AðsÞB0
ðsÞ � A

0
ðsÞBðsÞ ¼ constant,

p1 ¼
c

�2
, p2 ¼

cþ B

�2
, p3 ¼

c� B

�2
: ðB:6Þ

A full solution represents a trapped mode if it vanishes outside the jet region,
i.e. if B1¼ 0 and B5¼ 0. Imposing B1¼ 0 (B.5a-d) then give an expression for B5

proportional to A1, the proportionality factor being a function of c, B and
L(� ¼ ð2B=LÞ1=3). Using (B.5) this factor can be written as

Condðc,B,LÞ

¼ ð
ffiffiffi
c

p
Aðp1Þ þ �A

0
ð p1ÞÞ ðAÞ

0
ð p3ÞðAÞ

0
ð p2Þ � ðB

2
Þ
0
ð p3ÞðA

2
Þ
0
ð p2Þ

� �
B
0
ð p1Þ �

ffiffiffi
c

p

�2
Bð p1Þ

� ��

þ ðABÞ
0
ð p3ÞðB

2
Þ
0
ð p2Þ � ðB

2
Þ
0
ð p3ÞðABÞ

0
ð p2Þ

� � ffiffiffi
c

p

�2
Aðp1Þ � A

0
ð p1Þ

� ��

� ð
ffiffiffi
c

p
Bðp1Þ þ �B

0
ðp1ÞÞ ðA

2
Þ
0
ð p3ÞðABÞ

0
ð p2Þ � ðABÞ

0
ð p3ÞðA

2
Þ
0
ð p2Þ

� �
B
0
ð p1Þ �

ffiffiffi
c

p

�2
Bð p1Þ

� ��

þ A
2
Þ
0
ð p3ÞðB

2
Þ
0
ð p2Þ � ðABÞ

0
ð p3ÞðABÞ

0
ð p2Þ

� � ffiffiffi
c

p

�2
Að p1Þ � A

0
ð p1Þ

� ��
: ðB:7Þ
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The dependencies on c, B and L are hidden in this equation inside p1, p2 and p3
(cf. (B.6)), and �. The frequency of the trapped mode enters via c ¼ 1� !2. The jet
with parameters B, L has a trapped mode of frequency ! if Condð1� !2,B,LÞ is
zero whence the frequencies of the trapped modes follow (cf. figure 5).

Appendix C. Remarks on the trapped modes in the Eulerian framework

The trapped modes have been studied above in the Lagrangian framework, which is
more convenient in the adjustment context. As it is more common (often unavoidable)
to consider flows from the Eulerian viewpoint, it is worth considering the manifesta-
tions of the trapped modes in the Eulerian framework. Below we concentrate on two
specific aspects: the manifestation of trapped modes in data, such as radiosoundings
(C.1), (C.2) and the effect of the trapped waves on PV (C.3).

C.1. Trapped modes in the Eulerian framework

From the Eulerian perspective, the independent variables are ðX ,Z, tÞ. We consider a
barotropic jet plus a single trapped mode. The total geopotential is �ðXÞ þ Z2=2þ �.
The total velocity in the Y direction is �0 þ v, where the variables u, v and � correspond
to the wave perturbation. The equation for the structure of the trapped modes has
the same form as (47) in Eulerian coordinates, but  ð0Þ is now a streamfunction for
uð0Þ ¼ �@ ð0Þ=@Z and wð0Þ ¼ @ ð0Þ=@X :

1þ�00 þ
@2

@t2

� �
@2 ð0Þ

@Z2
þ
@2 ð0Þ

@X2
¼ 0: ðC:1Þ

For a single mode the perturbation velocity is

uð0Þ ¼ �a cosðn�ZÞ n�  ̂ n!ðXÞ cosð!tþ ’Þ: ðC:2Þ

From the momentum equation in the Y direction

@vð0Þ

@t
þ ð1þ�00Þ uð0Þ ¼ 0, ðC:3Þ

we obtain

vð0Þ ¼ a cosðn�ZÞ
n�

!
ð1þ�00Þ  ̂ n!ðXÞ sinð!tþ ’Þ: ðC:4Þ

From the conservation of potential temperature, �ð0Þ can be derived:

�ð0Þ ¼ �a cosðn�ZÞ
1

n�!
 ̂ 0
n!ðXÞ sinð!tþ ’Þ: ðC:5Þ
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C.2. Consequences of the spatial structure of the trapped modes for data analysis

The question we ask below is that of signature of trapped waves in data, e.g. in vertical
profiles of the velocity perturbation obtained from radiosoundings or from radar meas-
urements. The characteristics of inertia-gravity waves in such observations are retrieved
from the hodograph analysis (e.g. Hirota and Niki, 1985); in particular, the orientation
of the ellipse in the hodograph plane indicates the orientation of the wave-vector: for
waves propagating transverse to the jet direction, we expect their hodographs to display
a correspondingly oriented ellipse with the aspect ratio equal to f =! (1=! in our scaled
expressions).

As can be seen from (C.2) and (C.4), the variations in time of the perturbations of
u and v due to a wave in the jet will give ellipses with an aspect ratio ð1þ�00Þ=! that
varies in the cross-front direction. Where the trapped mode is strongest (i.e. where
�00 < 0), it will have the expected transverse orientation. In the rest of the domain how-
ever, and on the borders of the anicyclonic region, where the wave is weaker but may
nevertheless be detected, its signature in the hodograph will have an unusual along-
front orientation. The above analysis suggests that for large scale waves of low
frequency in a jet region, one should proceed with special care while interpreting the
hodograph data.

C.3. Trapped waves and the Eulerian distribution of PV

We focus here on the effect of the trapped modes on the PV because this variable is
often used to diagnose, by inversion, the balanced part of the flow, and because analysis
of waves over the rest-state suggests that IGW have no PV-signature.

The expression for the PV is

q ¼ 1þ�00 þ
@v

@X

� �
1þ

@2

@Z2

� �
�
@v

@Z

@2�

@X@Z
:

Therefore, q ¼ qb þ � q
ð1Þ þ �2 qð2Þ with

qb ¼ ð1þ�00Þ; ðC:6aÞ

qð1Þ ¼ 1þ�00ð Þ
@2�ð0Þ

@Z2
þ
@vð0Þ

@X
; ðC:6bÞ

qð2Þ ¼ 1þ�00ð Þ
@2�ð1Þ

@Z2
þ
@vð1Þ

@X
þ
@vð0Þ

@X

@2�ð0Þ

@Z2
�
@vð0Þ

@Z

@2�ð0Þ

@X@Z
: ðC:6cÞ

Substituting (C4) and (C5) into (C6b) yields

qð1Þ ¼ a cosðn�ZÞ
n�

!
2ð1þ�00Þ ̂ 0

n! þ�000  ̂ n!

� �
sinð!tþ ’Þ: ðC:7Þ

Hence, the waves have a signature of order �, i.e. of the order of their amplitude, in the
instantaneous distribution of PV. This is due to the Oð1Þ gradients of PV in the
advection terms. An example of this phenomenon in a three-dimensional situation
is given in figure 11 of the numerical study by O’Sullivan and Dunkerton (1995) of
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the generation of inertia-gravity waves during the life-cycle of an unstable baroclinic
wave. Because of advection of PV by waves, separating the flow by the inversion of
PV will yield a ‘balanced’ part that varies on the same timescale as the wave, as was
obtained in the shallow water model by Kuo and Polvani (1999).

This Oð�Þ contribution, however, disappears when a time-average is applied as can
be seen from (C.7). Nevertheless, at the next order the two terms involving vð0Þ and
�ð0Þ give wave-wave contributions that are non-zero when averaged over time:

�
@ ~vvð0Þ

@X

@ ~��
ð0Þ

@Z2
�
@ ~vvð0Þ

@Z

@ ~��
ð0Þ

@X@Z
¼ �

1

2
a2 n2�2 v̂v0n!�̂�n! cos2ðn�ZÞ þ v̂vn!�̂�

0
n! sin2ðn�ZÞ

h i
: ðC:8Þ

Hence, the waves not only have an instantaneous Oð�Þ signature in the Eulerian distri-
bution of PV, but they also have a Oð�2Þ signature in the time-averaged distribution
of PV, despite the unambiguous separation between the timescales of the waves and
of the balanced (stationary) flow in this configuration.
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