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Abstract13

Extratropical cyclones primarily develop over the western parts of ocean basins, where14

strong sea surface temperature (SST) fronts form along western boundary currents. The15

influence on cyclogenesis of these SST fronts, whose paths often meander on scales of hun-16

dreds of kilometers, remains incompletely understood. Here, we use idealized simulations17

to examine the sensitivity of storm development to SST meanders of varying size. Large-18

scale meanders (1000 km) cause earlier intensification and decay compared to smaller-19

scale meanders (500 km) or a zonal SST front. Each crossing from the cold to the warm20

sides of the meanders locally enhances moisture supply into the atmospheric boundary21

layer, triggering peaks in diabatic heating within the free-troposphere a few hours later.22

This, in turn, amplifies eddy kinetic energy in both surface and upper-level anomalies23

within hours. These results emphasize the interplay between the trajectory of storms and24

the ocean meanders on cyclone life cycles.25

Plain Language Summary26

Mid-latitude storms are large weather systems, about 1000 km across, that last a few27

days and strongly influence weather at mid-latitudes. These storms often develop over28

the western parts of ocean basins, above major ocean currents such as the Gulf Stream29

in the Atlantic or the Kuroshio in the Pacific. These ocean currents are known to inten-30

sify storm by supplying moisture to the atmosphere through surface evaporation, which31

contributes to cloud formation and precipitation. One of their specificity is that they of-32

ten form meanders with high sea surface temperature contrasts, which may affect the33

atmospheric cyclone life cycle. Using a weather forecast model in an idealized setting,34

we show that when a cyclone passes over the warm side of the meanders, moisture and35

precipitation locally increase, strengthening storms within hours. These meanders also36

shift the timing of storm intensification by tens of hours, highlighting the rapid response37

of storms to ocean temperature contrasts.38

1 Introduction39

Mid-latitude storms tend to form over western boundary currents (WBCs) such as the40

Kuroshio-Oyashio Extension—regions characterized by strong meridional sea surface tem-41

perature (SST) gradients extending over thousands of kilometers (Shaw et al., 2016). These42

SST fronts help maintain strong low-level baroclinicity, i.e., strong horizontal temper-43

ature gradients of the mean atmospheric flow, through surface sensible heat fluxes (SHF),44

thereby anchoring storm tracks (Nakamura et al., 2004; Brayshaw et al., 2008; Derem-45
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ble et al., 2012). In addition, WBCs act as major sources of atmospheric moisture via46

surface latent heat flux (LHF), which modulates diabatic heating associated to cloud for-47

mation and precipitation within storms (Hirata et al., 2015; Sheldon et al., 2017; Demird-48

jian et al., 2022). As a result, SST fronts contribute to the intensification of extratrop-49

ical cyclones over several days through both baroclinic and diabatic pathways, acting as50

key sources of eddy kinetic energy (Lorenz, 1955). Integrated over time, storm-WBCs51

interaction is noticeable in climatological data, with convective activity and precipita-52

tion patterns consistently localized above SST fronts (Minobe et al., 2008; Vannière et53

al., 2017; Larson et al., 2024), emphasizing the major role of WBCs in driving weather54

and climate at mid-latitudes.55

Several studies have investigated the sensitivity of individual storm events to the char-56

acteristics of the underlying SST front. A uniform increase in absolute SST by 1◦C has57

been shown to further deepen surface cyclones by several hPa, primarily due to enhanced58

diabatic heating (Booth et al., 2012; Bui & Spengler, 2021). Likewise, shifting the SST59

distribution poleward or increasing its meridional gradient modifies the SST encountered60

during cyclogenesis, promoting more explosive storm development (de Vries et al., 2019;61

Bui & Spengler, 2021) and changes in atmospheric frontal frequency (Parfitt et al., 2016).62

Thus far, most sensitivity experiments of this kind have focused on zonally-symmetric63

characteristics of SST fronts. However, WBCs and their extensions are actually not zon-64

ally symmetric; they can form meanders with typical scales of a few hundreds km, which65

can persist for a year or evolve over weeks (Kelly et al., 2010; Qiu et al., 2014). Notably,66

the large cold meander of the Kuroshio Extension has been shown to reduce surface LHF,67

inhibit storm intensification, and shift cyclone tracks southward (Nakamura et al., 2012;68

Hayasaki et al., 2013). Ocean meanders—and more generally, mesoscale SST anomalies69

(with horizontal scales of ∼200 km)—modulate mid-latitude diabatic heating, thereby70

influencing both synoptic-scale cyclogenesis (Joyce et al., 2009; Zhang et al., 2019) and71

the mean atmospheric circulation (O’Reilly & Czaja, 2015; Ma et al., 2017; Foussard et72

al., 2019).73

In this regards, understanding the pathways and timescales through which SST anoma-74

lies modulate cyclone intensification is of interest, especially for meandering SST fronts75

that better represent WBCs than zonal fronts. Here, we use idealized simulations to in-76

vestigate the sensitivity of cyclone life cycles to SST meanders of varying size. Storm en-77

ergetics are analyzed through an eddy available potential energy (EAPE) budget follow-78

ing Lorenz (1955), with a particular focus on diabatic processes.79
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2 Methods and experiment design80

2.1 Model and initial conditions81

Simulations are performed with the Weather Research and Forecast (WRF) regional model82

version 4.3.3 (Skamarock et al., 2019), with physical parameterizations for surface fluxes83

(Jiménez et al., 2012), planetary boundary layer (PBL) turbulence (Mellor & Yamada,84

1982), microphysics (Chen & Sun, 2002) and cumulus (Kain, 2004). No radiative model85

is used and the atmosphere is forced by the ocean through SST. Experiments are con-86

ducted on the f-plane (45 ◦N) in a zonally periodic channel, of size 16000 km by 6000 km87

in the zonal (x) and meridional (y) directions, respectively. In the vertical, the domain88

extends from the surface to a height of 25 km. Simulations are run over a 5-day period89

with a horizontal resolution of 20 km and with 61 vertical layers stretched close to the90

surface (15 layers below 1 km).91

The initial atmospheric state is adapted from Bui and Spengler (2021) and consists of92

a zonally symmetric jet and a cyclonic perturbation, identical across all experiments. The93

zonal wind speed of the baroclinic jet is about 5 m s−1 at the surface and reaches 50 m s−1
94

at the tropopause (∼ 8 km height). The cyclonic anomaly radius is 500 km and corre-95

sponds to a maximum wind anomaly of 5 m s−1 at the surface (Figure 1). A detailed96

description of the experiment design is given in Supporting Information S1.97

In the control (CTL) experiment, the SST distribution is fixed in time and corresponds98

to a large-scale, zonally symmetric ocean front, with a maximum SST gradient of 3 °C99

per 100 km centered at y = 0 (Figure 1a). To investigate the role of SST geometry, we100

introduce sinusoidal SST fronts extending 4000 km zonally in two additional experiments,101

M5 and M10, with characteristic wavelengths of 500 km and 1000 km, respectively (Fig-102

ure 1b, c). The meanders are located 1000 km downstream (east) of the initial cyclonic103

perturbation, allowing time for the atmosphere to spin up before the cyclone interacts104

with the ocean meanders (Figure 1). The maximum meridional SST gradient in M5 and105

M10 is identical to that in CTL (3 ◦C per 100 km), ensuring that differences in the cy-106

clones life cycle should come from differences in the geometry of the SST front.107

2.2 Diagnostics and energy budget108

The evolution of cyclone intensity is analyzed using both sea level pressure (SLP) diag-109

nostics and an energy budget along its trajectory. Here, the cyclone center is defined as110

the location of the minimum in SLP zonal anomaly (Figure 1), while surface intensity111

is the sea level pressure at the cyclone center, denoted SLPc herein. We define the max-112

imum intensification as the time of the most rapid SLPc decrease, and the maximum in-113
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Figure 1. Storm development over ocean meanders of varying size. (a) CTL, (b) M5

and (c) M10 experiments. Initial cyclonic perturbation, 1 h after the start of the simulations,

represented by black dashed sea level pressure anomaly contours (-1.5, -1, and -0.5 hPa). Storm

trajectory (solid line) marked every 24 hours with circles, sea level pressure anomaly at 48 h and

72 h (gray shading) and sea surface temperature (color shading). (a) The dash-dotted square

represents the cyclone domain at 48 h for CTL.
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tensity as the time of minimum SLPc. Additionally, we examine the eddy available po-114

tential energy (EAPE) budget associated with the cyclone (Lorenz, 1955; Moore & Mont-115

gomery, 2005; Bui & Spengler, 2021). This budget is computed from spatial averages over116

a 2000 km ×2000 km domain centered on the cyclone (referred to as the cyclone domain117

herein) and vertically averaged over the troposphere (from 950 hPa to 100 hPa). It is118

written as:119

∂

∂t
AE = CA +GE − CE +RAE

(1)120

where AE is EAPE, CA the baroclinic production, GE the diabatic production and CE121

the conversion from AE to eddy kinetic energy (EKE). RAE
is a residual term coming122

from numerical approximations, dissipation, and lateral fluxes through the open bound-123

aries of the cyclone domain. Here, we focus on the following terms:124

AE =
{
g
T ∗2

2σ

}
cyc

(2)125

KE =
{u∗2 + v∗2

2

}
cyc

=
{
ke

}
cyc

(3)126

CE =
{
−Rd

T ∗ω∗

p

}
cyc

(4)127

GE =
{
g
T ∗

σ

Q∗

cp

}
cyc

=
{
ge

}
cyc

(5)128

CA =
{
− g

T ∗

σ

(
v∗

∂

∂y
+ ω∗ ∂

∂p

)
[T ]′

}
cyc

(6)129

where130

σ = g
( T

cp
− p

Rd

∂T

∂p

)
(7)131

is the horizontally averaged static stability and KE is EKE. The diabatic heating Q is132

the sum of the heating associated with the microphysics, cumulus, and PBL parameter-133

izations. For any variable X, [X] is its zonal average and X denotes its horizontal mean134

over the entire domain, while X
cyc

stands for the horizontal mean over the cyclone do-135

main only. With these notations, X∗ = X−[X] is the zonal anomaly, while X ′ = X−136
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X is the horizontal anomaly. We also introduce the quantity {X}cyc which is both ver-137

tically integrated and horizontally averaged over the cyclone domain:138

{
X
}
cyc

=
1

g

950 hPa∫
100 hPa

X
cyc

dp (8)139

Finally, we note X̃ =
∫ 950 hPa

100 hPa
Xdp/g. To ensure the accuracy of the EAPE budget (Equa-140

tion 1), we verified that the residual term remains five times smaller in absolute value141

than the other terms when the budget is computed over the entire domain, i.e., using142

X instead of X
cyc

in (8). When restricting the budget to the cyclone domain, RAE
was143

found to be always negative and twice smaller than the other terms during the first 60144

hours. At later times, it increases in magnitude which may be due to lateral fluxes ra-145

diating energy outward from the open cyclone domain to the surrounding environment.146

We expect it should not affect the interpretation of the EAPE budget, especially dur-147

ing the early stages of development.148

3 Results149

3.1 Time evolution of cyclone energetics150

Surface cyclones in the CTL, M5, and M10 experiments have similar trajectories, trav-151

eling approximately 5000 km eastward during the first 72 h due to jet stream advection152

and about 500 km northward (Figure 1). In M5 and M10, the cyclones develop over ocean153

meanders for approximately two days, from 20 h to 70 h (Figure 1b, c). In all three ex-154

periments, the sea level pressure at the cyclone center, SLPc, decreases during the first155

70 h (deepening phase), and then increases during the decaying phase (Figure 2a). No-156

table differences emerge in the timing of maximum intensification (i.e., SLPc drop), oc-157

curring at 48 h in M10, 60 h in M5, and 68 h in CTL (Figure 2a). The maximum inten-158

sity also varies across the experiments, with the most intense surface cyclone reaching159

976 hPa in M5, 2 hPa and 3 hPa deeper compared to CTL and M10, respectively (Fig-160

ure 2a). These differences are also reflected in the full SLP field, with earlier develop-161

ment in M10 at 48 h and a deeper storm in M5 at 72 h (Figure 1). Regarding KE (Fig-162

ure 2a), its temporal evolution aligns with that of SLPc, showing similar differences be-163

tween experiments in terms of intensification, but with a maximum in KE reached a few164

hours after the SLPc minimum. A notable exception arises after 90 h, when KE in CTL165

exceeds that in M5, despite M5 having a lower SLPc (Figure 2a). This is because KE166

accounts for both surface and tropopause anomalies, while SLPc reflects only surface in-167
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Figure 2. Storm energetic response to ocean meanders. (a) Eddy kinetic energy (KE ,

solid lines) and sea level pressure at the cyclone center (SLPc, dash-dotted lines). (b) Diabatic

production (GE , solid lines) of eddy available potential energy (AE) and sea surface temperature

underneath the cyclone center (dash-dotted lines). (c) Conversion from AE to KE (CE , solid

lines). (d) Baroclinic production of AE (CA, solid lines). KE , GE , CE and CA are vertically inte-

grated and horizontally averaged quantities over the cyclone domain (see Methods). Black, blue

and orange lines correspond to CTL, M5 and M10 experiments, respectively.

tensity. These differences in intensity across the experiments can be traced back to the168

presence of ocean meanders, which are the sole differences between the experiments.169

The modulation of cyclone intensity by the SST meanders mainly results from the mod-170

ulation of sensible and latent heat energy exchanges at the ocean surface which later mod-171

ifies the atmospheric temperature and subsequently the EAPE budget. In particular, the172

conversion term from AE to KE , CE , is found to be greater in M10 than in M5 and CTL173

during the first 60 h, in agreement with the differences observed in KE increase (Fig-174

ure 2a, c). Afterwards, while the conversion term CE remains positive for M10, KE does175

not change much, presumably due to barotropic effects (surface friction or exchanges with176

the mean flow) and ageostrophic geopotential fluxes (Orlanski & Sheldon, 1995). Two177

terms govern the increase in EAPE: the baroclinic production CA, which is the extrac-178
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tion of potential energy from the mean flow and the diabatic production GE , which is179

related to water condensation (Figure 2b, d).180

The overall evolution of the conversion to EKE, CE , is similar to that of CA, with an181

increasing phase during the first 80 h, followed by a decreasing phase in all three exper-182

iments (Figure 2c, d). Additionally, GE has a sharp increase around 30 h and in gen-183

eral exceeds CA in amplitude up to 60 h, especially in M10. Note also that GE has pro-184

nounced peaks in M5 and M10 that are also observed in CE , but not in CA (Figure 2b-185

d). These observations confirm that both baroclinic and diabatic productions contribute186

to CE and are sources of KE . However, during the deepening phase, the main source of187

differences between experiments comes from diabatic processes. In the following, we fo-188

cus primarily on these processes.189

3.2 Modulation of diabatic heating by ocean meanders190

The peaks in GE observed at 22 h and 52 h in M10, and at 41 h, 50 h, and 62 h in M5191

(Figure 2b) are related to the ocean meanders. These local maxima occur a few hours192

after the cyclone center passes over the warm side of the ocean meanders, as shown by193

the corresponding variation of GE and the underlying SST in Figure 2b. For example,194

in experiment M10, the maximum value of GE is attained at 52 h, after the cyclone passed195

over the warm side of the second meander at 47 h. Its value is 5 W m−2, which is 2.1 W m−2
196

larger than in CTL. Simultaneously, CE reaches 4 W m−2, leading to a deep intensifi-197

cation, with KE increased by 35% and SLPc decreased by 10 hPa at 55 h compared to198

CTL (Figure 2a). As a result, the maximum intensification in M10 occurs 20 hours ear-199

lier than CTL (Figure 2a).200

The influence of ocean meanders on the diabatic production is presented in Figure 3 for201

CTL and M10. The thick purple contour in Figure 3 delineates the warm sector—e.g.,202

at (x, y) = (3250 km, 0 km) in Figure 3a—from the cold sector of the storms—e.g., at203

(x, y) = (2500 km,−250 km) in Figure 3a. The warm conveyor belt (WCB) above the204

warm sector carries upward and northward warm and humid air masses, while the dry205

intrusion above the cold sector carries downward and southward cold and dry air masses206

(Browning, 1997; Dacre et al., 2019). At 42 h, the warm sector of the cyclone of the M10207

experiment is located above the warm side of the ocean meander, producing high sur-208

face latent heat fluxes (LHF) of up to 250 W m−2 (Figure 3c). In contrast, at the same209

instant, LHF reaches only 200 W m−2 in CTL, but located 1000 km upstream and in210

the cold sector (Figure 3a). The enhanced LHF in M10 increases the moisture supply211

in the warm sector of the cyclone, intensifying the northwestward moisture transport rel-212

ative to its motion (see vectors in Figure 3c, d). Consequently, more moisture ascends213
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within the WCB in M10 than in CTL with vertical water vapor fluxes exceeding 1.5 kg m−2 s−1
214

at 750 hPa (∼ 3 km height) compared to 1.25 kg m−2 s−1 in CTL (Figure 4a, c). The215

corresponding diabatic production strongly increases in the core of the cyclone (Figure 3d)216

at about 550 hPa (Figure 4c), which contributes to a stronger surface cyclone with sur-217

face pressure globally 5 hPa lower in M10 compared to CTL (Figure 3b, d). The delay218

between the time the cyclone is centered over the warm side of a meander (e.g., at 47 h219

in Figure 4c for M10) and the subsequent peak in diabatic production (e.g., at 52 h in220

Figure 4c) is about 5 to 10 h, which likely corresponds to the ascent time for surface air221

parcels to reach 5 km within the WCB (Bui & Spengler, 2021; Demirdjian et al., 2022).222

Diabatic production induced by ocean meanders affects not only the EKE of the surface223

cyclone (below the 600 hPa level) but also that of the upper-level anomalies (around 400 hPa,224

Figure 4b–c). For example, a distinct EKE response to a warm meander is seen at up-225

per levels in M10, where ke
cyc

at 400 hPa increases from 15 J kg−1 at 42 h to 60 J kg−1
226

at 52 h (Figure 4c). These results show that the response to ocean meanders extends to227

the upper troposphere as well.228

The local maxima of GE in M5 are weaker than those in M10, although three different229

peaks are clearly associated with the SST meanders (Figures 2b and 4b, c). Specifically,230

a few hours after the cyclone passes over the warm side of the different meanders, ad-231

ditional moisture is transported within the WCB giving rise to three distinct maxima232

(Figure 4b). As the diabatic production in M5 is of the same order of magnitude as the233

baroclinic production, the effects of the meanders are less apparent in the CE conver-234

sion term (Figure 2c). However, a greater KE and a lower SLPc are reached in M5 than235

in M10 (Figure 2a).236

3.3 Later stages of development237

After 55 h, the M10 cyclone passes over the cold side of the meander (Figure 4d), which238

is 4 ◦C cooler than the SST in the other experiments. As a result, the vertical moisture239

transport decreases at 60 h (Figure 4c), consistent with a drop in diabatic production240

(Figures 2b and 4c) and CE (Figure 2c). The resulting KE is smaller, and SLPc higher,241

than those of M5 and CTL (Figure 2a). Note also that the baroclinic production term242

increases more slowly after 60 h for M10. To better understand this behavior, we anal-243

yse the expression of CA (Equation 6), given that the vertical term can be neglected and244

that
∂[T ]′

∂y
=

∂[T ]
∂y

:245

CA ≈
{
T ∗v∗

√
g

σ
σE

}
cyc

(9)246
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Figure 3. Moisture supply and diabatic production over a warm meander. (a, b)

CTL and (c, d) M10 at (a, c) 42 h and (b, d) 52 h. Panels are centered on the cyclone center.

Surface latent heat flux (blue-green shading), vertically integrated diabatic production (GE , red

shading), sea level pressure (solid black contours, in hPa) and vertically integrated horizontal

moisture flux relative to the cyclone (purple arrows). The sea surface temperature front is de-

noted by a black dash-dotted line. The thick purple contour represents a vertically integrated

water vapor content of 14 kg m−2, delineating the warm sector (southeast) and the cold sector

(northwest).
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Figure 4. Hovmöller diagram and deep tropospheric response. (a–c) Diabatic produc-

tion (ge
cyc, shading), eddy kinetic energy (ke

cyc
, black contours), and vertical flux of water vapor

averaged over the cyclone domain (cyan dash-dotted contours). Panels (a) CTL, (b) M5 and (c)

M10 experiments. (d) Sea surface temperature underneath the cyclone center for CTL (black),

M5 (blue), and M10 (orange). In (b–d), stars indicate times when the cyclone center is located

above warm meanders.
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where T ∗v∗
√
g/σ is the meridional eddy heat flux and σE is the baroclinicity of the mean247

flow:248

σE = −
√

g

σ

∂[T ]

∂y
(10)249

For each experiment, we compute the Eady growth rate as 0.31σE
cyc at 850 hPa, i.e.,250

the low-level baroclinicity averaged over the cyclone domain. It remains relatively con-251

stant in time and across experiments, with a value around 0.65 day−1 (not shown). The252

evolution of CA is indeed largely driven by eddy heat flux, with a Pearson correlation253

coefficient greater than 0.95 between CA and {T ∗v∗
√

g/σ}cyc. A possible explanation254

for the weak growth of CA in M10 after 55 h is that the cold and warm sectors of the255

cyclone are out of phase with respect to the warm and cold sides of the ocean meanders256

(Figure 3d). Because the atmospheric cold sector in M10 is above the ocean warm me-257

ander at 52 h, it is warmed by high fluxes reaching 400 W m−2 (Figure 3d), while the258

warm sector is cooled, thereby reducing the eddy heat flux (T ∗v∗) and CA afterwards259

(Figure 2d). A negative feedback might also be at play: a reduced KE , i.e., a reduced260

v∗, extracts less energy from the mean flow (lower CA), leading to a smaller KE . Sim-261

ilarly in M5, GE and CA increase until the cyclone passes over the last warm meander262

(∼ 70 h, Figure 2b, d), but this occurs later than in M10, explaining why higher KE263

and lower SLPc are reached at later times (Figure 2a).264

While the surface cyclone in M5 is the deepest among the three experiments, the largest265

KE maximum is observed in CTL after 90 h (Figure 2a). This is consistent with the fact266

that CA in CTL continues to increase the longest and attains the highest value. The el-267

evated KE actually corresponds to strong upper-level anomalies, with ke
cyc

reaching 90 J kg−1
268

at 400 hPa compared to 45 J kg−1 in M5 (Figure 4a, b). In contrast, both experiments269

exhibit similar values of ke
cyc

below 800 hPa (∼ 50 J kg−1, Figure 4a, b), in agreement270

with similar SLPc values after 90 h (Figure 2a).271

4 Conclusions and discussion272

In this study, we analyzed how meandering SST fronts modulate the energetics of a mid-273

latitude storm. Each time when the cyclone passes over the warm side of the ocean me-274

ander, surface latent heat fluxes strongly increase, leading to enhanced moisture supply275

in the atmospheric boundary layer. This triggers peaks in diabatic heating during the276

cyclone deepening phase, which in turn amplify EKE in both surface and upper-level anoma-277

lies within hours. This diabatic response leads to intensity differences of several hPa and278

shifts the maximum intensification by tens of hours. Large-scale meanders (∼1000 km)279

lead to earlier storm intensification and decay, whereas smaller-scale meanders (∼500 km)280
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sustain elevated baroclinic and diabatic production, yielding a deeper surface cyclone over-281

all. When the cold and warm sectors of storms are out of phase with ocean meanders,282

baroclinic production is reduced, weakening upper-level anomalies relative to a zonal SST283

front—especially during the later stages of development. This finding aligns with pre-284

vious work showing that the cold meander of the Kuroshio Extension inhibits storm in-285

tensification (Nakamura et al., 2012; Hayasaki et al., 2013).286

Our study focuses on meanders of several hundred kilometers in size due to the highly287

idealized nature of the SST fields considered. In reality, WBCs exhibit much finer and288

more complex structures, including mesoscale eddies and submesoscale fronts, which must289

be considered to accurately represent atmospheric circulation in weather and climate mod-290

els (Foussard et al., 2019; Czaja et al., 2019; Seo et al., 2023). Notably, Vivant et al. (2025)291

show that ocean submesoscale fronts can locally induce diabatic heating within storms.292

Such interactions—along with atmosphere–ocean coupling—are not represented in our293

framework, which constitutes a major limitation. Nevertheless, our results demonstrate294

that storms respond to diabatic forcing from SST anomalies within just a few hours.295
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Introduction

This document describes the model configuration and the prescribed initial conditions for

the ocean and the atmosphere.

Text S1: Precision on the WRF configuration and conventions

Simulations use a time step of 100 s, with model outputs stored hourly. A vertical-

velocity damping layer, 5 km deep below the model top, is applied to reduce gravity

wave reflection (Klemp et al., 2008). In the following, we define the coordinate system

such that x, y, and z denote the zonal, meridional, and vertical axes, respectively. The

experiment domain spans 16000 km in the x-direction and 6000 km in the y-direction.

By convention, the origin (x, y) = (0, 0) is set at the location of the initial cyclonic
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perturbation, which is centered meridionally and located 2000 km east of the western

boundary of the domain. In this reference frame, the simulation domain is defined as:

(x, y) ∈ [−2000 km, 14000 km] × [−3000 km, 3000 km]. Unless stated otherwise, z = 0

corresponds to the surface. In Equations 4–9, however, we use the convention z = 0 at

the reference tropopause height (Ztrop).

Text S2: Sea surface temperature fields

In all experiments, the atmospheric model is forced by a sea surface temperature (SST)

field of the following form:

SST(x, y) = SSTeq −
∆SST

2

[
1 + tanh

(
2
gSST
∆SST

(y − y∗(x))
)]

(1)

where SSTeq = 21◦C is the temperature at the southern boundary, and ∆SST = 15◦C

is the SST difference between the northern and the southern boundaries. gsst =

3◦C (100km)−1 is the maximum SST gradient in absolute value. The SST function of

y − y∗(x) is shown in Figure S1a. The function y∗(x) defines the shape of the SST front,

which varies across experiments:

y∗CTL(x) = 0 ∀ x (2)

y∗M(x) =


lSST
2

sin
(
π x−xSST

lSST

)
for x ∈ [xSST, xSST +∆xSST]

0 else

(3)

where y∗CTL(x) is a zonal SST front, and y∗M(x) represents a meandering SST front (Fig-

ure S1b). The typical meanders size, lSST, is 500 km in M5 and 1000 km in M10 (Fig-
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ure S1b). In both M5 and M10, the meanders begin at xSST = 1000 km, and extend

zonally over 4000 km.

Text S3: Initial atmospheric state

The initial atmospheric state is adapted from Bui and Spengler (2021) and consists of a

zonally symmetric jet and a cyclonic perturbation, as presented in Figure S2. The jet is

defined by a wind field u(y, z) (Equations 4-9), a vertical potential temperature profile

θ(yref , z) (Equation 10), and a reference pressure p(yref , 0) = p0 (Table S1). The reference

latitude is set to yref = −3000 km, corresponding to the southern boundary. All constants

and their descriptions are provided in Table S1. As mentioned above, the jet is defined

by the following set of equations:

u(y, z) = U0Wy(y)Wz(z
∗) (4)

Wy(y) =


cos2

(
π
2

y−yjet
Ly

)
for |y − yjet| ≤ Ly

0 else

(5)

z∗(y, z) = z − A tanh
(
5

2

yjet − y

Ly

)
(6)

A(z) =



0 for z < −Lz

|zjet − ztrop| sin (π2
Lz+z
Lz

) for − Lz ≤ z ≤ 0

|zjet − ztrop| for z > 0

(7)
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Wz(z) =



1 + C( z
l1
)2[1

6
( z
l1
)2 − 1] for |z| ≤ l1

w0 − α|z| for l1 < |z| < Lz − l2

αl2
2
(Lz−|z|

l2
)3(2− Lz−|z|

l2
) for L2 − l2 ≤ |z| ≤ Lz

0 for |z| > Lz

(8)

with

l1 = l2 = 0.04Lz, w0 =
1

1− 3
8

l1
Lz−0.5 l2

, C =
3

4
αl1 and α =

w0

Lz − 0.5 l2
(9)

θ is defined as follows:

θ(y = yref , z) =


θ0 exp

(
N2

trop z

g

)
for z ≤ ztrop

θ(yref , ztrop) exp
(

N2
stra(z−ztrop)

g

)
for z > ztrop

(10)

The cyclonic perturbation is defined as an axisymmetric pressure anomaly centered at

(xp, yp):

p′(x, y, z) =


∆p cos2 (π

2
z
Hp

)(1−R2)3 for R < 1 and z < Hp

0 else
(11)

where R =
√
(x− xp)2 + (y − yp)2/Rp. Applying the hydrostatic balance yields the den-

sity anomaly:

ρ′(x, y, z) =


π∆p
2gHp

sin (π z
Hp

)(1−R2)3 for R < 1 and z < Hp

0 else

(12)
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The moisture content is initialized using a vertical profile of relative humidity:

rh(z) = rh0 exp
[
− 0.5

(
z

zrh

)4]
(13)

The full initial state—that is, the zonal jet plus the perturbation—is determined using

geostrophic and hydrostatic balances coupled with the ideal gas law. We proceed as

follows:

• First, we perform a numerical integration using a 4th-order Runge-Kutta scheme

(RK4) to impose hydrostatic balance, coupled with the ideal gas law. Starting from a

reference potential temperature profile θ(yref , z) and a surface pressure p(yref , 0) = p0, we

compute the reference pressure profile p(yref , z) for all z. The corresponding reference

density ρ(yref , z) is then obtained via the equation of state.

• Second, we apply successive RK4 integrations of the geostrophic and hydrostatic

balances to determine the full jet fields: p(y, z), θ(y, z), and ρ(y, z). At iteration i, the

pressure field pi(y, z) is computed from θi−1(y, z) and the zonal wind u via the geostrophic

balance. For the first iteration, we initialize θ0(y, z) = θ(yref , z) for all y. The density

field ρi(y, z) is then computed from pi(y, z) via the hydrostatic balance, and the updated

potential temperature field θi(y, z) is derived using the ideal gas law. We perform 10

iterations to ensure convergence.

• Finally, we construct the full fields by adding perturbations: p = p+p′ and ρ = ρ+ρ′.

The temperature is obtained from the ideal gas law, and the full wind field (u, v) is

diagnosed using geostrophic balance. The water vapor mixing ratio is calculated from the

July 23, 2025, 2:57pm



X - 6 :

relative humidity profile and taken into account in the equation of state via the virtual

temperature.
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Table S1. Physical parameters of the initial atmospheric state

Name Value Description

f 1, 028× 10−4 s−1 Coriolis parameter of the f -plane at 45°N

U0 50 m.s−1 Jet maximum wind speed

zjet 8 km Altitude of the jet core

Ly 1000 km Meridional extend of the jet

Lz 10 km Vertical extend of the jet

p0 1008 hPa Sea level pressure at the southern boundary

θ0 295 K Surface potential temperature at the southern boundary

ztrop 10 km Tropopause height at the southern boundary

N2
trop 10−4 s−2 Static stability in the troposphere

N2
stra 5.6× 10−4 s−2 Static stability in the stratosphere

rh0 0.5 Relative humidity at the surface

zrh 8 km Vertical extent of the relative humidity profile

Rp 500 km Radius of the initial perturbation

Hp 6 km Vertical extent of the initial perturbation

∆p 2 hPa Magnitude of the initial perturbation

xp 0 km Initial location of the perturbation along the x-axis

yp 0 km Initial location of the perturbation along the y-axis
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Figure S1. Idealized sea surface temperature fronts. (a) SST profile as a function

of y − y∗(x) (Equation 1). (b) Shape of the SST fronts (y∗(x), Equations 2 and 3) for

CTL (black), M5 (blue) and M10 (orange).
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Figure S2. Idealized atmospheric state. Jet stream zonal wind (u, shading) and

potential temperature (θ, black contours from 300 K to 570 K every 10 K). Tropopause

height (dash-dotted blue line), pressure perturbation (p′(xp, y), green contours at -1.5, -1,

and -0.5 hPa) and associated zonal wind perturbation (u− u, blue contours from -5 to -2

m s−1 and from 2 to 5 m s−1). Dashed contours indicate negative values.
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