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ABSTRACT

Potential vorticity (PV) conservation implies a strong constraint on the time evolution of the mean
density at a given depth. The authors show that, on an f plane and in the absence of sources and sinks of
PV, it only depends on two terms, namely, the time evolution of the product between density anomaly and
relative vorticity and the vertical PV flux. This primitive equation result, which applies at any depth,
suggests that the ageostrophic dynamics induced by baroclinic eddies strongly affect the mean oceanic
stratification profile. This result is illustrated for two simple initial-value simulations of a baroclinic, bal-
anced jet. For initial situations propitious to surface frontogenesis, the simulations show a restratification
over the whole water column characterized by the amplification in time of the Brunt–Väisälä frequency in
the upper oceanic layers. In the absence of surface frontogenesis, such as when the jet is initialized at the
middepth of the water column, the restratification is much weaker and slower. Because both simulations
have similar kinetic energy and growth rate of baroclinic instability, the results clearly reveal that the
restratification is driven by surface frontogenesis in the first case and by vertical PV flux in the interior in
the second case. The authors also point out that the dynamics of the interior PV is tightly related to the
surface dynamics because of total mass conservation.

1. Introduction

Several studies have clearly illustrated the role of
mesoscale eddies induced by baroclinic instability in
setting the oceanic stratification. Marshall et al. (2002)
and Karsten et al. (2002) have proposed a theory, based
on numerical simulations, to relate the stratification
setup over the whole water column in the Antarctic
Circumpolar Current to lateral and vertical eddy fluxes.
Their studies correspond to the equilibrium reached in
the presence of a buoyancy flux and mechanical wind
forcing. More specific studies (Samelson and Chapman
1995; Spall 1995; Nurser and Zhang 2000), which fo-
cused on the upper 400 m of the ocean, have docu-
mented the shoaling of the mixed layer induced by me-
soscale eddies. This is a consequence of frontal insta-
bilities that act on the restratification through the
development of baroclinic eddies (see also Cessi and
Fantini 2004). Such shoaling of the mixed layer is also
illustrated by the increased resolution now available for
eddy-resolving general circulation models (e.g., Osch-

lies 2002). These different results point out that meso-
scale eddies and fronts are able to modify the stratifi-
cation of the ocean through baroclinic instability, in
addition to other mechanisms (Vallis 2000; Henning
and Vallis 2005).

The study of Hakim et al. (2002) differs from those
previously mentioned since it does not invoke baro-
clinic instability, but only considers the surface dynam-
ics driven by the efficient cascade of density variance
that produces smaller and smaller density fronts (since
the vertical velocity is zero at the surface). The result is
a striking and significant impact of the weak and small-
scale density fronts in decreasing the mean density at
the ocean surface. The dynamics involved is close to the
surface quasigeostrophy (SQG) detailed in Held et al.
(1995). SQG is characterized by uniform quasigeo-
strophic potential vorticity in the interior of the fluid
and nonuniform surface density. This kind of balance
was revealed by Lapeyre and Klein (2006) to be quite
relevant for the mesoscale and submesoscale dynamics
of the upper oceanic layers. In particular, their study
showed that, for unstable baroclinic flows forced by a
surface front, the SQG theory allows one to reconstruct
the three-dimensional balanced motions of the upper
oceanic layers (i.e., layers in the first 500 m) from only
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the knowledge of the surface density field and the
large-scale stratification properties. These arguments
clearly corroborate the existence in the oceanic upper
layers of an efficient cascade of density variance, and
therefore of an efficient surface frontogenesis associ-
ated with the stirring of the small-scale density fronts.
Consequently, one may ask how this surface fronto-
genesis interacts with the interior dynamics and thereby
impacts the time scale of the restratification.

Here we want to present a constraint based on po-
tential vorticity conservation that clearly demonstrates
how eddies affect the stratification, at least in the upper
oceanic layers. This constraint, in addition to the mass
conservation and the omega equation, will unveil how
surface frontogenesis affects the restratification pro-
cesses. Restratification can be viewed as being forced
by two different mechanisms: baroclinic instability pro-
cesses that govern interior PV fluxes and surface fron-
togenesis (driven by the energetic stirring of density
fronts near the ocean surface) that controls strong ver-
tical motions. This will be illustrated with the help of
two sets of numerical simulations: one driven by both
baroclinic instability and surface frontogenesis (an un-
stable baroclinic jet with a surface signature) and the
other driven by baroclinic instability only (an unstable
baroclinic jet with no surface signature).

The paper is organized as follows. First, we discuss
the dynamical constraints that apply to the mean den-
sity time evolution and to the restratification process by
ageostrophic mechanisms. Second, we illustrate these
constraints using numerical simulations of an unstable
baroclinic jet with different initial conditions. Third,
general conclusions for the ocean are drawn.

2. Dynamical constraints

a. Potential vorticity conservation constraint

We first recall the classical equations for a Bouss-
inesq flow on an f plane:

Du
Dt

� f0k � u � �
1
�0

�HP, �1a�

D�

Dt
� 0, �1b�

�H · u � �zw � 0, �1c�

g� � ��zP, and �1d�

D

Dt
� �t � u · �H � w�z, �1e�

where u is the horizontal velocity vector, P is pressure,
and � is density; k is the vertical unit vector and f0 is the

Coriolis parameter. For this set of equations, the Ertel
potential vorticity is

Q � � f0k � � � u� · ��, �2�

where � � u is the three-dimensional curl applied to
the horizontal velocity u (i.e., the 3D vorticity vector
associated with the horizontal velocity field). One can
also write PV in its flux form:

Q � �H · ��k � �zu� � �z��� f0 � ��	, �3�

where k � 
zu � (�
z�, 
zu) is the horizontal compo-
nent of the 3D vorticity vector and � � 
x� � 
yu its
vertical component (i.e., the vertical relative vorticity).
One important property is that Ertel PV is conserved
along Lagrangian trajectories in the absence of sources
or sinks [see Haynes and McIntyre (1990) for a deriva-
tion],

DQ

Dt
� 0.

We prefer to rewrite this equation in its flux form,

�tQ � �H · �uQ � � �z�wQ � � 0, �4�

since the total velocity is nondivergent. Introducing (3)
in (4), we obtain

�H · ��t��k � �zu� � uQ 	 � �z{�t��� f0 � ��	 � wQ } � 0.

�5�

Now we consider a three-dimensional region of the
flow such that u vanishes at its horizontal boundaries.
Applying the horizontal spatial average to (5), the hori-
zontal flux at the meridional boundaries of the domain
vanishes. This gives, at any depth,

�z��t
�� f0 � ��� � 
wQ �	 � 0, �6�

where the angle brackets denote the horizontal spatial
averaging operator. Integrating this equation in z gives

�t
�f0� � �t
��� � 
wQ� � 0. �7�

This is true, up to a quantity that does not depend on z
and that we shall assume to be zero. This happens, for
instance, if there is no flow and no density anomaly
near the bottom. Equation (7) is the central point of our
paper. Muraki et al. (1999) obtained a corollary by in-
tegrating the PV conservation equation over the three-
dimensional space, by which they found that f0
�� �

��� at the surface (z � 0) should not depend on time.
In contrast, our result, which stems from horizontal av-
eraging, applies at any depth and, as we will show later,
has new and profound consequences. Equation (7)
states that at any depth the evolution of the horizon-
tally averaged PV integral between this depth and the
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bottom 
�z Qdz� � 
�( f0 � �)� is balanced only by the
vertical PV flux. The major consequence is that the
time evolution of mean density depends on two terms:

�t
�� � �
1
f0

��t
��� � 
wQ ��. �8�

The first term is the evolution of the correlation be-
tween density and vorticity, while the second term is the
vertical PV flux. Expanding each variable in a Rossby
number expansion, density can be written such that, as
� � �0 � �0 � Ro�1 � · · · , where Ro is the Rossby
number and 
z�

0 � ��0N2/g is related to the mean
stratification (independent of time and x and y). Also,
we have � � Ro�1 � · · · and w � Ro2w2 � · · · using the
density equation [see Muraki et al. (1999) for a careful
derivation]. We find that the mean geostrophic density

�1� cannot evolve in time. At the next order, the time
evolution of the mean ageostrophic density 
�2� de-
pends on the geostrophic term 
t
�

1�1� and on the PV
flux 
w2q1� (where Q � f0
z�

0 � Roq1 and q1 � �1
z�
0 �

f0
z�
1). Hence it is the geostrophic terms that induce the

first-order ageostrophic corrections in the mean density
field. This was recognized by Muraki et al. (1999) and
Hakim et al. (2002) for the special case of the surface
temperature in QG�1 and surface QG�1 theory (where,
for the latter, PV is assumed to be uniform in the inte-
rior of the fluid). The superscript �1 stands for the
next-order correction in the Rossby number included in
the QG�1 model as compared with the standard QG
model.

Interestingly, the vertical integration of (5) gives an-
other constraint (see appendix A); that is, a particular
vector involving the horizontal PV flux must be nondi-
vergent. We will not investigate the implication of this
result.

b. Link to frontogenesis

To better understand the meaning of (8), we propose
to examine separately the two terms on its right-hand
side. Concerning the term 
t
���, we start from

D����

Dt
� �

D�

Dt
� �f0�zw � ���zw � ��k � �zu� · �Hw.

The last term on the rhs of this equation can be rewrit-
ten following the identity

�H · �wk � �zu� � �k � �zu� · �Hw � w�z�,

which gives

D����

Dt
� �f0�zw � ��H · �wk � �zu� � ��z�w��.

Using the definition of Lagrangian derivative

D����

Dt
� �t���� � �H · �u��� � �z�w���,

one has

�t���� � �H · ����u � 
��wk � �zu � 
��f0u� � w��z�

� ��f0�zw � ���H · �wk � �zu�, �9�

where �� � � � 
�� is the density anomaly. Now we
horizontally average this equation so that the first term
vanishes because it is equal to a flux across the borders
of the domain and the horizontal velocity vanishes
there. Also, we have for the same reason 
��� � 
����,
and we see that we have to examine the time evolution
of the correlation of the density anomaly with relative
vorticity. Finally we obtain

�t
���� � �
w��z�� � f0
���zw� � 
���H · �wk � �zu��.

�10�

The first term is the opposite of the vertical flux of the
potential vorticity associated with vertical vorticity. The
second term is related to the correlation of the density
anomaly with the horizontal velocity divergence. The
last term should be smaller than the other ones because
it arrives at a greater order in a Rossby number expan-
sion.

The term f0
��
zw� will be the leading term in the rhs
of (10) and is actually linked to surface frontogenesis/
frontolysis as recognized by Hakim et al. (2002). Front-
ogenesis (frontolysis) is the process that leads to for-
mation (destruction) of the horizontal density gradient.
Its evolution follows the equation,

D�H�

Dt
� ���Hu�T�H� � �z��Hw, �11�

where (�Hu)T is the transposed velocity gradient ten-
sor. The first term on the rhs of (11) is the straining of
the density field by the horizontal velocity field,
whereas the second term is the flattening (or the steep-
ening) of the isopycnals by the vertical velocity that
develops in response. Since w vanishes at the ocean
surface, there is an irreversible cascade of surface den-
sity variance to small scales, which explains the appear-
ance of small-scale density gradients with large ampli-
tude there. This process is general and is related to the
effect of mesoscale eddies that stir, fold, and stretch any
tracer that is conserved in a Lagrangian sense (see, e.g.,
Lapeyre et al. 1999, 2001). However, an increase of the
density gradient requires an acceleration of the jet as-
sociated with the front in order to keep the thermal
wind balance (Hoskins et al. 1978). Near the surface
this is done by the horizontal ageostrophic velocity. The
divergence of the latter on each side of the jet explains
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the large values of 
zw observed near the surface (see
Fig. 1), whose effect is to increase the magnitude of
relative vorticity (Spall 1995; Nurser and Zhang 2000).
The ageostrophic circulation that develops on each side
of the density front has a systematic bias that favors the
upwelling (downwelling) of light (dense) fluid (see
Lévy et al. 2001; Hakim et al. 2002) to release the po-
tential energy associated with the front. As shown in
Fig. 1, we expect a positive correlation between �� and

zw at the surface and a negative correlation at depth.
This argument is not only valid at the scale of the large-

scale front but, more important, at the scale of the sub-
mesoscale density gradients that are present in large
number in the spatial field. It is primarily these small-
scale fronts that will control the efficiency of the re-
stratification.

One may argue that Fig. 1 illustrates the general
mechanism of baroclinic instability. However, it is dem-
onstrated below that the value of 
��
zw� crucially de-
pends on the production of small-scale density gradi-
ents. First, we recall that the velocity divergence and
vertical velocity field are related to frontogenesis
through the well-known QG “omega” equation in its
Q-vector formulation (Hoskins et al. 1978); that is,

�H
2 w �

f 0
2

N2 �z
2w � �

2g

�0N2�H · Q, �12�

where w is the vertical velocity and N2 is the Brunt–
Väisälä frequency,

N2 � �
g

�0
�z
��

(which depends only on z); the Q vector is equal to

Q � ��Hu�T�H�.

Equation (12) states that the vertical velocity field is
triggered by the creation of a density gradient by the
straining action of oceanic eddies [through the Q vector
that intervenes in (11)]. Its net effect is to oppose to the
creation of density gradient in (11) (see Hoskins et al.
1978; Hoskins 1982; Klein et al. 1998).

Using a generalization of the omega equation for the
primitive equations similar to Davies-Jones (1991) and
Viudez et al. (1996), we can demonstrate that


���zw� � �
�H

z � �
2g

�0 f 0
2
Q* · ���� �

g

�0 f 0
2
�z��Hw · �H�� � 
�zw�z�� �

g

�0 f 0
2 ��H� ·

DTI
Dt �

�
1
f0


�zw�k � �zu� · �H��� dz, �13�

where H is the depth of the fluid and Q* is a modified
Q vector (see appendix B for the derivation). Here
thermal imbalance, TI, is the difference between the
density gradient vector and the rotated vector of the
velocity shear (this difference would be zero if the wind
was in thermal wind balance). The first term on the rhs
of (13) is the production of density gradients by the
deformation field and should be positive. The second
term is associated with the flattening of the isopycnals
by the vertical velocity field and should be negative.
The third term is the effect of stretching on the strati-

fication (Nurser and Zhang 2000). Its amplitude may
depend on the dynamics of the flow. The last two terms
can be assumed small because they intervene at a
higher order in a Rossby number expansion. One can
expect that the first term on the rhs will dominate since
it is the straining action of the eddies on the density
field that is at the origin of the ageostrophic circulation.
The ageostrophic circulation that develops will coun-
teract its effect through the other terms in (13) so that
there will be a modest increase of the density front. If
surface frontogenesis dominates, we expect that 
zw

FIG. 1. Sketch of the ageostrophic circulation that develops in
response to strengthening of a horizontal density front. The figure
corresponds to a vertical cross section through a submesoscale
front. Thin lines are isopycnals. The arrows correspond to the
ageostrophic circulation. Light fluid is on the right of the figure
and dense fluid on the left.
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will be very large at the ocean surface, so 
��
zw� will be
the dominant term to balance the density gradient pro-
duction. This has the direct consequence that a corre-
lation will be created between the velocity divergence
and the surface density field if small-scale fronts are
able to develop at the ocean surface. The term 
t
����/f0

will be positive at the surface, implying a decrease of 
��
there and an increase of N2. Stirring of density struc-
tures and resulting surface frontogenesis is thus seen to
promote the restratification, and the sketch of Fig. 1
applies at submesoscales where the density gradients
have a larger increase in magnitude than at the scale of
the jet.

c. Interior dynamics

The other term that modifies the mean density in (8)
is the vertical PV flux. This term does not intervene in
the restratification when considering surface QG�1 dy-
namics (Hakim et al. 2002). For this reason we relate it
to the interior dynamics. The vertical PV flux can be
decomposed in different parts:


wQ � � 
w�f0�z
�� � f0
w�z��� � 
w���z
�� � 
w��z���

� 
w�k � �zu� · �H��.

The first term vanishes because the vertical velocity is
zero, on average (since it comes from the horizontal
divergence of u and u is assumed to vanish at the do-
main boundaries). We thus have


wQ � � f0
w�z��� � 
w���z
�� � 
w��z���

� 
w�k � �zu� · �H��. �14�

The first term represents the vertical flux of vortex
stretching. The second and third terms represent the
vertical flux of relative vorticity weighted by the strati-
fication. They also appear in the equation for 
t
����
[(10)] but with the opposite sign. This suggests that they
do not contribute directly to the restratification process
but that they intervene in the interaction between
frontogenesis and the interior dynamics. The main dif-
ference with (10) is that the term contributing to the
restratification is no longer f0
��
zw�, but is f0
w
z���.

We can evaluate the sign of 
w��
z
�� from the sketch
shown in Fig. 1. Assuming the balance, D�/Dt � f0
zw,
the velocity divergence will be associated with relative
vorticity anomalies such that �/f0 will be of the same
sign as 
zw. Owing to 
z
�� � 0 because of the stratifi-
cation, this implies that 
w��
z
��/f0 will be positive at
the surface and negative at the bottom. Since the mean
potential vorticity is f0
z
��, this is associated with
downward PV flux in the upper layers and upward flux
in the lower layers.

Because of (8) and the mass conservation, it can be
shown that the restratification terms (10) and (14) are
not independent from each other. Indeed, from the
conservation of the total mass of the fluid, one must
have

�t�
�H

0


�� dz � 0.

When integrating (8) over depth, this implies that

�
�H

0

�t
���� dz � �
�H

0


wQ � dz � 0. �15�

The discussion in the last section showed that the first
term is forced by frontogenesis to be negative (positive)
in the Southern (Northern) Hemisphere. Therefore, the
second term must compensate in order to satisfy this
constraint. As wrms vanishes at the surface and reaches
its maximum at middepth (near the crossing of the first
baroclinic mode), 
wQ� will be maximum in the interior
of the fluid and of opposite sign to 
t
����. Since the sign
of f0
w
z��� cannot be evaluated using arguments based
on Fig. 1, we infer that it is f0
w
z��� that will be modi-
fied to satisfy the balance because its sign is not deter-
mined by frontogenesis processes. This indicates that
the process of interaction between the surface and the
interior of the fluid is made through the vortex stretch-
ing term.

3. Numerical simulations

a. Description

We have shown that mesoscale eddies and subme-
soscale fronts may affect the restratification by two
mechanisms: the first one is related to surface fronto-
genesis (associated with stirring of small-scale density
structures in the upper layers) and the second one to
baroclinic instability in the interior through vertical PV
fluxes. To better evaluate the importance of these pro-
cesses, we use primitive equation simulations of the
nonlinear development of a baroclinic unstable jet. The
setting considered in this work is close to the one con-
sidered by others (e.g., Samelson and Chapman 1995;
Nurser and Zhang 2000; Rivière et al. 2004) of an ini-
tially laminar balanced jet that freely evolves through
nonlinear baroclinic destabilization. This setup allows
one to characterize the eddy adjustment of an initial
state built by large-scale forcing (Gutowski et al. 1989).
Our initial state is characterized by a vertically uniform
Brunt–Väisälä profile to the north and south of the jet.
We also choose a simulation in the Southern Hemi-
sphere on the � plane with f0 � �1.17 � 10�4 s�1 � 0
and parameters appropriate for the Antarctic Circum-

AUGUST 2006 L A P E Y R E E T A L . 1581



polar Current. The setup is similar to Rivière et al.
(2004) and Lapeyre and Klein (2006) except for its ba-
sic stratification, which serves to highlight the role of
ageostrophic eddies. At last, we free ourselves of any
diabatic effect by focusing on nonlinear eddy effects in
the absence of any surface fluxes. The model is a z-
coordinate model with free-slip boundary conditions at
the northern and southern walls. The domain is a
square, 2000 km � 2000 km, with a depth of 4000 m.

Two sets of simulations are considered. The first one
(experiment A) consists of a jet with an initial meridi-
onal density gradient maximum at the surface, and the
second one (experiment B) consists of a jet with a me-
ridional density gradient that is zero at the surface and
with a maximum at 2000 m (cf. the meridional vertical
cross sections of the two initial density fields in Figs.
2a,b). The Eady instability growth rate f0
zu/N and the
horizontal density gradient have a similar amplitude for
the two simulations at the initial time (see Fig. 7a). This
leads to a growth in time of the kinetic energy that is
similar between the two sets of simulations (see Fig. 3).
The baroclinic instability that develops is of a different
kind in each simulation: for the first set of simulations,
the initial meridional PV gradient does not change sign
in the interior but is opposite to the surface vertical
shear so that the criterion of instability is met (Brether-
ton 1966). For the second set, the initial meridional PV
gradient changes sign in the interior of the fluid, satis-
fying the classical criterion of baroclinic instability.

For each set of simulations, we varied the numerical
resolution. The horizontal resolution will be either 3.8
km � 3.8 km (A3.8 or B3.8) or 6 km � 6 km (A6 or
B6). We will examine mainly the results of A6 and B6.
There are 35 levels with a vertical grid spacing ranging
from 4 m near the surface to 400 m near the bottom.
Using different horizontal resolutions allows one to

grasp the sensitivity of the restratification to frontogen-
esis since the resolution impacts the magnitude of the
density fronts.

To have some guidance on the dynamics present in
the different simulations, we can examine the vorticity
field at the surface for the two sets of runs (see Figs.
4a,c). After 50 days of simulation, it displays classical
patterns associated with the evolution of a large-scale
jet. Eddies of 150-km diameter have developed on each
side of the jet and have stirred filaments with high rela-
tive vorticities. At this time the simulations possess the
same qualitative features except for, maybe, less in-
tense surface structures in experiment B, but we will
come back to this point later. Each simulation was car-
ried out over 100 days, at which time the eddies ap-
proach the northern and southern boundaries of the
domain. As the lateral boundary condition is different
from our assumptions, we will consider diagnostics af-

FIG. 2. Vertical section of the zonally averaged density (kg m�3) for (a) experiment A and (b) experiment B; abscissa
is in kilometers, and ordinate is in meters.

FIG. 3. Evolution of the total kinetic energy (m2 s�2) averaged
over the whole fluid for simulation A6 (dashed curve) and simu-
lation B6 (continuous curve) as a function of time (days).
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ter 50 days of integration, that is, well before the eddies
have approached the boundaries of the domain. We
have checked that similar results can be obtained at an
earlier or a later time.

b. Restratification analysis

After 50 days, the eddies have begun to modify the
mean density (Figs. 5a and 5b). Lighter fluid has been
lifted and denser fluid has downwelled so that, on av-
erage, the upper layers have less density than initially
and the lower layers have greater density. The isopyc-
nals tend to flatten to release potential energy, which is
accompanied with an upwelling of light fluid and a
downwelling of heavy fluid. Through this process, the
available potential energy is transformed not only into
eddy kinetic energy but also into mean potential en-
ergy. In the two sets of simulations, potential energy
was released, but not at the same vertical level (deeper
in experiments B than in A). One notable difference

between the two simulations is that the density modi-
fication is much stronger for A6 that for B6 and it oc-
curs mainly at the surface in A6.

The stratification parameter, given by the rms of the
Brunt–Väisälä frequency divided by | f0|, is shown in
Fig. 6 for the two sets of simulations. In experiment A6,
there is an increase in stratification above 2000 m and a
decrease below (Fig. 6a). The restratification is maxi-
mum at the surface and decreases with depth, resulting
in the emergence of an exponential profile in the
Brunt–Väisälä frequency N2 that amplifies with time.
For experiment B6, the restratification is quite differ-
ent: there is actually a destratification of the upper lay-
ers (above 800 m) and a restratification in the interior
(Fig. 6b). One striking result is the correspondence be-
tween the vertical profile of N2 and the profile of the
density gradient magnitude (cf. Figs. 7a and 6a,b). In
experiment A6, the rms of |�H��| increases quite
strongly at the surface (by a factor 5.36) while N2 also

FIG. 4. (a), (c) Relative vorticity (divided by | f0 |) at the surface for simulation A6 and B6, and (b), (d) horizontal velocity divergence
(divided by | f0 |) at ocean surface. Superimposed are contours of the density anomaly field (continuous curves for positive �� and dashed
for negative ��) at the surface for A6 and at 500 m for B6.
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increases by a factor 2.38. In experiment B6, the density
gradients increase in rms in the interior by a factor 1.92
(at 2000 m) while N2 increases by a factor 1.13. Fur-
thermore, the intensified density gradients at the sur-
face in A6 are associated with an increase of both the
rms of the relative vorticity (Fig. 7b) and that of the
velocity divergence (Fig. 7c). The significant increase of
these two quantities in the upper layers is the signature
of the frontogenesis mechanisms triggered by the stir-
ring of the density gradients near the surface. We
clearly see that this signature has a direct impact on the
restratification process.

To elucidate the mechanisms of the restratification
induced by the eddies, Fig. 8a represents the different
terms involved in (7) for experiment A6. First, f0
t
�� is
positive (remember f0 � 0) in the upper layers and
negative below 1000 m. In the first 500 m, it is essen-
tially balanced by 
t
����. This is another indication of
the importance of frontogenesis processes in this simu-
lation. Below 1500 m, f0
t
�� is balanced by the vertical
PV flux. The amplitude of the restratification is quite
strong as the mean value of 
t
�� over 50 days is 0.002
kg m�3 day�1, averaging over the first 700 m. This is
equivalent to a mean surface heat flux of Cp � 
t
�� dz/�

� 300 W m�2 acting during 50 days over a depth of 700
m (with � the thermal expansion coefficient). This
value, which is larger than the usual mean surface heat
fluxes, shows that a substantial density forcing is im-
posed by baroclinic eddies in the upper layers.

For experiment B6, the mean density evolution in
this simulation is mostly driven by the PV vertical flux
(Fig. 8b). This flux has the same order of magnitude as
the PV vertical flux in A6, which means that it mainly
depends on interior processes that are similar between
the two experiments (remember that the mean Eady
growth rate or the mean kinetic energy are almost the
same). The smallness of 
t
���� can be explained by the
absence of a significant production of density gradients
in the upper layers and therefore of surface frontogen-
esis as discussed in the next section. Indeed, 
t
����
reaches only 0.0022 kg m�3 day�2 at its maximum value
around 1000 m, a value quite modest in comparison
with the other simulation (0.012 kg m�3 day�2 at the
surface).

c. Frontogenesis analysis

The difference between simulations A and B is the
presence or absence of density fronts at the surface.

FIG. 5. Vertical profile of the horizontal average of density anomaly (kg m�3), initially
(continuous curve) and after 50 days of integration (dashed curve) for (a) simulation A6 and
(b) simulation B6.

FIG. 6. Mean profiles of N/ | f0 |, initially (continuous curve), after 50 days (dashed curve),
and after 100 days (dash–dotted curve) for (a) simulation A6 and (b) simulation B6.
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Actually, the rms of the density gradient |�H�| vanishes
at the surface in B6 and grows at depth, but much less
rapidly than in simulation A6 (see Fig. 7a). Using the
arguments developed in section 2b, we expect that it is
the frontogenesis that is responsible for the stronger
restratification in A than in B. The absence of surface
frontogenesis also explains the smaller mean Rossby
number (�rms/| f0| � 0.15 at the surface) in B6 relative to
the one in A6 (�rms/| f0| � 0.32). This is also confirmed
by the maximum Rossby numbers, which are, respec-
tively, |�|max/| f0| � 1.04 in B6 and |�|max/| f0| � 2.98 in A6.
The Rossby number increases by a factor of 2 between
the two simulations, but the time derivative of the mean
density increases by a factor of 5, which highlights the
dramatic effect of the surface frontogenesis. On the
other hand, the eddy kinetic energy and the Burger
number [Bu � N2H2/f2

0L2 � | f0|Ro2/(�H · u)rms � 3.5]
are similar for the two simulations (to define the Burger
number we used the density equation and the thermal
wind balance).

Figure 9 helps to evaluate how surface frontogenesis
is involved in the restratification process. The figure
shows the three different terms on the rhs of (10). For
simulation A6, the dominant term in the first 500 m is
f0
��
zw�, as expected. The correlation between the
density anomaly and velocity divergence, as well as the
magnitude of both quantities (Figs. 7a and 7c), is thus
central to the decrease of the mean surface density. As
can be seen in Figs. 4b and 4d, one can frequently ob-
serve at the scale of filaments negative (positive) den-
sity anomalies associated with positive (negative)
anomalies in velocity divergence (examine the fila-
ments near x � y � 500 km in Fig. 4b). This correlation
was also noted by Hakim et al. (2002) in simulations of
SQG�1 turbulent flows with uniform QG PV. How-
ever, their results only apply to the surface density field
using a system of balanced equations, whereas we ob-
serve this correlation for a few hundred meters in a full
primitive equation simulation. Concerning simulation
B6, we see that all terms in (10) are an order of mag-

FIG. 8. Terms (kg m�3 s�2) constituting (7) as a function of depth for (a) simulation A6 and (b)
simulation B6.

FIG. 7. (a) Vertical profile of the rms of the density gradient magnitude (kg m�4) for simulation A6 (continuous curve) and B6
(dashed curve), initially (thick curves) and after 50 days (thin curves). (b) Vertical profile of rms relative vorticity divided by | f0| after
50 days. (c) Vertical profile of rms horizontal velocity divergence divided by | f0 | after 50 days. Curves in (b) and (c) have the same
meaning as in (a).
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nitude smaller than in A6. Therefore, the presence of
surface frontogenesis in A6 substantially increases the
magnitude of these terms. One reason is that a very
strong ageostrophic circulation (associated with large
horizontal divergence �H · u) has to develop to rees-
tablish the thermal wind balance in simulation A6. This
circulation is, in some sense, inefficient to prevent the
growth of the amplitude of the surface fronts since w
vanishes at the surface. This results in large amplitudes
for the density gradient magnitude and ageostrophic
circulation. On the contrary, in simulation B6, the ver-
tical velocity is able to counteract the growth of the
interior fronts, which explains the smaller magnitude of
the fronts there (see Figs. 7a and 7c).

To further highlight the relation between surface
frontogenesis and the term 
��
zw��, we can first exam-
ine the different terms in (13) that represent the con-
straint between vertical velocities and frontogenesis.
Figure 10a shows that, as expected, it is the production
of the density gradient by the deformation field (RHS
1) that dominates. All other terms tend to oppose it

near the surface for the two simulations. For experi-
ment A6, the term 
��
zw�� is second in amplitude, and
this demonstrates that surface frontogenesis will con-
strain restratification quite strongly when surface fronts
are present. It is interesting to note that in experiment
B (Fig. 10b), it is the term �z

�H 

z��
zw��dz that is the
second to dominate. This term is equivalent to 
��
zw��,
but takes into account the interior dynamics (through
the term 
z�� related to vortex stretching). The produc-
tion of fronts is not efficient in modifying the restrati-
fication when there is no surface frontogenesis.

When changing the numerical resolution from 6 km
(in experiment A6) to 3.8 km (in experiment A3.6), we
observed that the surface enstrophy increases by 36%
and the square of the surface density gradient 
|�H�|2�
increases by 53%. This has some impact on the restrati-
fication since the term �
��
zw� increases by 21% at the
surface. As a result, N/| f0| passes from 34.2 to 38.3 at the
surface at 70 days. We clearly see that increasing the
resolution leads to increasing the magnitude of the den-
sity fronts near the surface and of the restratification

FIG. 9. As in Fig. 8 but constituting (10).

FIG. 10. As in Fig. 8 but constituting (13); the thick curve is 
��
zw�. Terms named RHS stand for
each term on the rhs of (13).
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there. On the contrary, in the experiment without sur-
face frontogenesis, the value of N/| f0| is similar between
experiments B6 and B3.8.

The different comparisons between simulations A
and B have clearly revealed that the intensified produc-
tion of density gradients in the upper layers and the
resulting surface frontogenesis play a strong role in the
restratification of the oceanic upper layers. When one
allows the production of density gradients by the strain-
ing action of eddies, the oceanic layers restratify much
more rapidly (time scale of months) that when only
interior geostrophic motions are present (time scale of
years).

d. Interior analysis

The different terms in (14) that contribute to the
modification of the mean density by the PV flux are
shown in Figs. 11a,b for the two experiments. For ex-
periment A6, the dominant terms are the vertical fluxes
of vortex stretching [second term on the rhs of (14)] and
relative vorticity (third term). Near the surface, it is the
relative vorticity flux that dominates, whereas below
1000 m, in the “interior,” it is the vortex stretching flux
that dominates. We see that the vortex stretching term
f0
w
z��� does not change sign with depth in this experi-
ment. This has to do with mass conservation as we have
shown that the vertical PV flux must compensate the
density evolution owing to surface frontogenesis
through relation (15). Because 
t
���� is mostly negative
in A6, 
wQ � must be positive when integrated vertically,
and this is done through the term f0
w
z���.

When surface frontogenesis is weak, such as in ex-
periment B6, the term that dominates in (14) is
�f0
w
z���. Contrary to A6, it changes sign with depth,
being negative in the first 2000 m and positive below.
The term 
w��
z 
�� is smaller here because relative

vorticity is much weaker than in the other experiment
(see Fig. 7b), due to the absence of surface frontogen-
esis. The sign of this term is in agreement with our
prediction using the simple argument based on Fig. 1
since it is negative in the upper layers and positive be-
low. Also, relation (15) transforms into a constraint of
zero total PV flux, as can be observed in Fig. 11b. It
thus seems that interior dynamics is free to evolve in
this experiment, with a weak interaction with surface
dynamics.

4. Conclusions

We have shown that the conservation of potential
vorticity strongly constrains the time evolution of the
mean density at a given depth. This result has been
obtained using the primitive equations and in the ab-
sence of sources and sinks of PV. It was tested using
initial value simulations in free decay. Eddies and
small-scale fronts affect the restratification through two
effects: first, surface frontogenesis, induced by the effi-
cient stirring of density fronts near the surface, in-
creases stratification in the upper layers by creating a
correlation between density and relative vorticity; sec-
ond, vertical PV flux can increase or decrease the strati-
fication in the interior of the fluid. The numerical simu-
lations reveal that small-scale surface fronts have a ma-
jor impact on the restratification process. Moreover,
the mass conservation adds another constraint on the
system that couples the surface and the interior dynam-
ics: the interior PV fluxes have to adjust to balance the
continuous frontogenesis at the surface that lifts up
light fluid. The constraint on the time evolution of the
mean density is modified in the presence of a source
and sink in the PV equation. However, as shown in the
appendix C, they do not contribute directly to the re-

FIG. 11. Decomposition of 
wQ � (kg m�3 s�2) following (14) as a function of depth for (a) simulation
A6 and (b) simulation B6.
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stratification (except maybe for the mean density forc-
ing), and our result will hold when the flow is subject to
forcing.

The modification of the stratification observed here
can be related to the baroclinic adjustment theory as
first described by Gutowski (1985); he suggested that
the flow tends to decrease its meridional gradient of
potential vorticity by adjusting the stratification (N2) in
order to suppress baroclinic instability. Indeed, Gu-
towski et al. (1989) (see also Barry et al. 2000) observed
an increase in surface stratification with an initial jet
configuration close to ours (i.e., with a density gradient
concentrated near the surface), but in an atmospheric
context. Here our analytical and numerical results show
that it is not only the adjustment by the PV fluxes (as-
sociated with the baroclinic instability) but also the sur-
face frontogenesis that control the restratification.
More important, our results about these surface front-
ogenesis effects do not refer to any instability of the
density fronts in the upper layers [as invoked in Samel-
son and Chapman (1995) and Nurser and Zhang
(2000)], but only to the properties of submesoscale
ageostrophic circulations that develop to counteract the
stirring and, therefore growth, of horizontal density
gradients.

How should the frontogenesis mechanism act in the
real ocean? In regions such as the Antarctic Circumpo-
lar Current (ACC), the flow is characterized by the
presence of a strong surface density front [see, e.g.,
Marshall et al. (1993) and references therein]. The
strong nonlinear interactions associated with this front
strongly suggest that frontogenesis will play an impor-
tant role there. We performed a simulation with a set-
ting closed to the ACC [with a vertical profile of N2

similar to Rivière et al. (2004)] and found that the
mechanism linked to frontogenesis dominates, such as
in simulation A. We observed also a density increase of
1.3 � 10�3 kg m�3 day�1 at the ocean surface corre-
sponding to a typical mean surface heat flux of 11 W
m�2. The density increase is observed only in the first
250 m. This heat flux is smaller than the fluxes due to
external heating or cooling by the atmosphere but is not
negligible.

We think that the mechanisms highlighted here may
be applicable also to the problem of the sharpening of
the tropopause (Haynes et al. 2001) because an expo-
nential form of the Brunt–Väisälä frequency is often
observed and because frontogenesis is invoked in the
dynamics (Wirth 2004).
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APPENDIX A

Dynamical Constraints

Based on the PV conservation, another dynamical
constraint can be obtained. Integrating (5) vertically
from top to bottom gives

�
�H

0

�H · ��t��k � �zu� � uQ 	 dz � �t��� f0 � ��	|z�0

� �t��� f0 � ��	|z��H � 0,

because vertical velocity vanishes at top and bottom of
the domain. Next, we have

�t� f0�� � ��H · �f0�u� � f0�z�w��.

Using (9), we obtain

�t��f0 � ���	 � �H · ����u � �f0u� �A1�

at z � 0 and z � �H. If there is no motion at the ocean
bottom, we obtain

�H · ��
�H

0

��t��k � �zu� � uQ 	 dz � ��f0 � ��u|z�0�� 0.

�A2�

This implies that the quantity

�
�H

0

��t��k � �zu� � uQ 	 dz � �� f0 � ��u|z�0

is nondivergent. The vertical shear integrated over
depth is thus seen to be controlled by the PV flux and
its surface analog.

APPENDIX B

Modified Q Vector Derivation

The principle to obtain (13) can first be explained for
its QG counterpart. The idea is to multiply the QG
omega equation [(12)] by ��, and to integrate by parts
horizontally or vertically. Then, one obtains a QG ver-
sion of (13). For the primitive equations, we will start
by deriving a quantity similar to the thermal wind im-
balance since this equation allows one to derive the
omega equation (Hoskins et al. 1978; Giordani and
Planton 2000). The thermal wind balance would imply
that

�H� �
�0 f0

g
k � �zu.
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We note TI (thermal imbalance) as the difference of
the two terms, ��� � (�0 f0/g)k � 
zu. Because the
vertical shear obeys the equation

D�zu
Dt

� ���zu · �H�u � �zw�zu � f0k � �zu�
g

�0
�H�

and the density gradient obeys (11), it follows that

DTI
Dt

� ���Hu�T��H� �
f0�0

g
k � �zu� � �z��Hw

�
�0 f0

g
�zwk � �zu �

�0 f 0
2

g
�zu � f0k � �H�.

As explained by Hoskins et al. (1978) and Klein et al.
(1998) in the QG theory, the first term on the rhs acts
to destroy the thermal wind balance. It is balanced by
the second and third term, which will tend to reestablish
this balance so that DTI/Dt will remain small. Multi-
plying this equation by �H�, the last term vanishes. The
term (�0 f2

0/g)
zu · �H� can be rewritten using the iden-
tity

�H · ���zu� � �zu · �H� � ��z�H · u

� �zu · �H� � ��z
2w

� �zu · �H� � �z���zw� � �z��zw.

One has

�H� ·
DTI
Dt

� �2Q* · �H� � �z��Hw · �H� �
�0f0

2

g
�zw�z�

�
�0f 0

2

g
�z���zw� �

�0f0

g
�zw�k � �zu� · �H�

�
�0f 0

2

g
�H · ���zu�, �B1�

where Q* equals

Q* �
1
2

��Hu�*��H� �
f0�0

g
k � �zu�;

Q* is a generalized Q vector that takes into account the
effect of the deformation field on the density gradient
and the thermal wind. Now, taking a horizontal aver-
age, the last term on the rhs of (B1) vanishes such that

��H� ·
DTI
Dt � � �2
Q* · �H�� � 
�z��Hw · �H��

�
�0 f 0

2

g 
�zw�z�� �
�0 f 0

2

g
�z
��zw�

�
�0 f0

g 
�zw�k � �zu� · �H��.

Integrating from the bottom to a depth z and assuming
that at the bottom �� � 0, we finally obtain

�
g

�0 f 0
2 �

�H

z �2
Q* · �H�� � ��H� ·
DTI
Dt �� dz � 
���zw� � �

�H

z


�zw�z�� dz �
g

�0 f 0
2 �

�H

z


�z��Hw · �H�� dz

�
1
f0
�

�H

z


�zw�k � �zu� · �H�� dz.

Such an equation shows that frontogenesis theory ex-
erts a constraint between the production of the density
gradient and the ageostrophic circulation that develops
to maintain the thermal wind balance. In particular, the
vertical velocity field will tend to organize in relation to
the density field so that the terms on the lhs will balance
the first term on the rhs and that the thermal imbalance
will remain small.

APPENDIX C

Modified Potential Vorticity Equation Including
Friction

If F is the frictional force applied to the momentum
equations and B is an external heat source (or sink),
such that the equations of motions are

Du
Dt

� f0k � u � �
1
�0

�HP � F and

D�

Dt
� B,

the potential vorticity equation is modified such that

�tQ � �H · �uQ� � �z�wQ� � �H · ��k � �zF � Bk

� �zu� � �z��k · ��H � F�

� B�� � f �	.

The constraint (7) becomes

�t
�f0� � �t
��� � 
wQ� � 
���xFy � �yFx� � B�� � f0��

if frictional forces vanish at the boundaries of the do-
main. The new terms are the correlation of the vorticity
forcing with the density anomaly and the correlation of

AUGUST 2006 L A P E Y R E E T A L . 1589



the vertical vorticity with the density forcing. To iden-
tify the effect of the sources or sinks in the restratifica-
tion, we need also to know how 
t
���� is modified by
these sources or sinks. One would also find a term in
the rhs of (10), equal to


���xFy � �yFx� � B��.

Therefore, the evolution of 
t
�f0� will only be modified
by 
Bf0� and not by the other terms. This could be ex-
pected since the mean density budget can be written as

�t
�� � �z
w�� � 
B�

from the density equation in its flux form. Therefore,
the sources or sinks will not have a direct effect if 
B� �
0. They can still have an indirect effect by modifying the
dynamics and limiting, for instance, the ageostrophy of
the flow. We therefore conclude that the processes we
describe in free decay will remain valid in a forced
simulation in statistical equilibrium. In such a situation,
even if 
t
�� will remain close to zero, the frontogenesis
terms of the PV terms will still lead to restratification.
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