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ABSTRACT

The North Atlantic storminess of Last Glacial Maximum (LGM) fully coupled climate simulations is

generally less intense than that of their preindustrial (PI) counterparts, despite having stronger baroclinicity.

An explanation for this counterintuitive result is presented by comparing two simulations of the IPSL full

climate model forced by Paleoclimate Modelling Intercomparison Project Phase 3 (PMIP3) LGM and PI

conditions. Two additional numerical experiments using a simplified dry general circulation model forced by

idealized topography and a relaxation in temperature provide guidance for the dynamical interpretation. The

forced experiment with idealized Rockies and an idealized Laurentide Ice Sheet has a less intense North

Atlantic storm-track activity than the forced experiment with idealized Rockies only, despite similar bar-

oclinicity. Both the climate and idealized runs satisfy or support the following statements. The reduced storm-

track intensity can be explained by a reduced baroclinic conversion, which itself comes from a loss in eddy

efficiency to tap the available potential energy as shown by energetic budgets. The eddy heat fluxes are

northeastward oriented in the western Atlantic in LGM and are less well aligned with the mean temperature

gradient than in PI. The southern slope of the Laurentide Ice Sheet topography forces the eddy geopotential

isolines to be zonally oriented at low levels in its proximity. This distorts the tubes of constant eddy geo-

potential in such a way that they tilt northwestward with height during baroclinic growth in LGM while they

are more optimally westward tilted in PI.

1. Introduction

Climate forcing conditions were significantly different

during the Last Glacial Maximum (LGM; 21000yr ago)

compared to the modern climate: orbital parameters

were slightly different, greenhouse gas concentrations

were lower, and the presence of high and extended ice

sheets largely modified the albedo and Earth’s topog-

raphy (Braconnot et al. 2012; Kageyama et al. 2013a).

There are numerous evidences that the ice sheets’ to-

pography, especially the Laurentide Ice Sheet (LIS),

accounted for the main changes of the atmospheric cir-

culation and its variability during LGM (Kageyama and

Valdes 2000a; Rivière et al. 2010; Pausata et al. 2011;

Hofer et al. 2012a,b). LIS altered stationary eddies

(Cook and Held 1988; Löfverström et al. 2016), synoptic

eddies (Kageyama and Valdes 2000a,b; Justino et al.

2005; Lâıné et al. 2009), and Rossby wave breaking

(Rivière et al. 2010). LIS led to a strong zonal jet (Li and

Battisti 2008; Löfverström et al. 2014), which is moreCorresponding author: Gwendal Rivière, griviere@lmd.ens.fr
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marked when simulations are forced by the ICE-5G

reconstruction of Peltier (2004) (see Ullman et al. 2014).

It induced a southeastward shift of storm track and in-

creased precipitation in southern Europe in winter

(Hofer et al. 2012a; Beghin et al. 2016).

Several numerical studies have shown that the North

Atlantic storm-track eddy activity was less intense dur-

ing the LGM despite a more intense jet and a stronger

baroclinicity in the North Atlantic (Li and Battisti 2008;

Lâıné et al. 2009; Donohoe and Battisti 2009), even

though such a result is not systematic (Merz et al. 2015).

Donohoe and Battisti (2009) showed that the smaller-

amplitude synoptic eddies seeding the strong bar-

oclinicity in the western Atlantic explain the weaker

Atlantic storm track during the LGM. Lâıné et al. (2009)
showed that the baroclinic conversion is smaller in LGM

runs than in modern-day runs because there is a loss in

eddy efficiency to extract energy from the mean flow.

First, our study confirms that the reduced storminess

during the LGM as detected from recent climate model

runs can be attributed to a reduced baroclinic conver-

sion. Second, by performing numerical simulations

with a simplified general circulation model (GCM)

forced by idealized topography, we show that it is the

shaping of the eddies by the topography that makes

them less efficient in extracting energy in the region of

maximum baroclinicity.

The role played by topography in maintaining storm-

track activity is already well known (Lee andMak 1996).

Because of a high and a low appearing to the northwest

and southeast of themountain center respectively (Ringler

and Cook 1997), the baroclinicity generally increases to

the southeast of the mountain (Brayshaw et al. 2009). A

zonally localized storm track emerges on the downstream

side of themountains (Inatsu et al. 2002; Cash et al. 2005).

However, the exact details of this mechanism strongly

depend on the background flow (Son et al. 2009).

The paper systematically compares the results of fully

coupled climate simulations to those of idealized simu-

lations of a dry GCM forced with idealized topography

and a relaxation in temperature. Section 2 presents the

two types of numerical experiments and the eddy energy

budget formulation. Section 3 is dedicated to the results

and section 4 provides concluding remarks.

2. Model simulations and methods

a. Coupled climate simulations

The model used for the coupled climate simulations is

L’Institut Pierre-Simon Laplace Coupled Model, in its

IPSL-CM5A-LR version (Dufresne et al. 2013), which is

one of the versions used for theCMIP5 exercise in viewof

the IPCC Fifth Assessment Report. The atmospheric

component of the coupled model is LMDZ, version 5A

(LMDZ5A; Hourdin et al. 2013), a gridpoint model

whose grid has 96 points regularly spaced in longitude, 95

points regularly spaced in latitude (i.e., a resolution of

3.758 in longitude and 1.98 in latitude), and 39 irregularly

spaced vertical levels. Hourdin et al. (2013) presented a

complete description of themodel and its grid. The ocean

component of IPSL-CM5A-LR is NEMO, version 3.2

(NEMOv3.2; Madec et al. 1997), at a resolution of 28
refined near the equator and in the Nordic seas. The

sea ice model is LIM, version 2 (LIM2; Fichefet and

Morales Maqueda 1997, 1999). The land surface scheme

is ORCHIDEE (Krinner et al. 2005), which also allows

to close the global freshwater budget through the repre-

sentation of river runoff described in Ngo-Duc et al.

(2005, 2007).

We compare two simulations. The first one is the

preindustrial simulation run from phase 5 of the Cou-

pledModel Intercomparison Project (CMIP5; Dufresne

et al. 2013). The second one is run with the Paleoclimate

Modelling Intercomparison Project Phase 3 (PMIP3)–

CMIP5 LGMboundary conditions (Braconnot et al. 2011,

2012; Kageyama et al. 2013a). These include lowered at-

mospheric greenhouse gases (CO2 at 185ppm, CH4 at

350 ppb, and N2O at 200 ppb) and astronomical parame-

ters for 21kyr BP according to Berger (1978), with ec-

centricity set to 0.018994, obliquity set to 22.9498, and the

angle between the vernal equinox and the perihelion on

Earth’s trajectory set to 1808 1 114.428, with the date of

vernal equinox taken as 21 March at noon. The PMIP3

ice sheets (Abe-Ouchi et al. 2015) are imposed: the

coastlines are adjusted to the corresponding sea level

drop, which results in more extensive continents; for ex-

ample, the Bering Strait is closed, the land surface type is

modified to an ice sheet surface type over northern North

America and Fennoscandia, and the elevation is set to the

reconstructions globally, the largest difference compared

to preindustrial being over the LGM ice sheets, where

they reach several thousand meters (see the orography in

Fig. 1f). The LGM simulation is initialized from the

preindustrial simulation and has been run for more than

700 years. Its results are described in Kageyama et al.

(2013a,b). Here we use the results from 600 to 619 years.

At that time, the surface climate is equilibrated. The

analysis is made for December, January, and February

only, using daily output.

b. Idealized GCM simulations

As mentioned in the introduction, there are numerous

evidences that the Laurentide Ice Sheet topography is the

most important forcing of the glacial climate to explain

most of the changes in North Atlantic atmospheric cir-

culation compared to the present climate.Our hypothesis
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is that it is also this large-scale topography that affects

the North Atlantic storm-track eddy activity. To simply

analyze its sole effect we use the dry version of the

global primitive equation spectral model called the

Portable University Model of the Atmosphere (PUMA;

Fraedrich et al. 2005). It has 10 equally spaced sigma

levels and a horizontal resolution of spectral T42 (ap-

proximately 2.88 3 2.88). Rayleigh friction is applied to

the two lowest levels with a time scale of about 1 day at

sigma level 0.9. An eighth-order hyperdiffusion is used

with a damping time scale of 0.1 days. The model is

forced by a relaxation in temperature toward the same

equilibrium temperature profile and using the same

restoration time scales as inHeld and Suarez (1994). The

model is also forced by an idealized topography in line

with that in Son et al. (2009) orGerber andVallis (2009),

with the motivation being here to analyze the effect of

the Laurentide Ice Sheet topography in a simple context.

The model integration is 6 years and the last 5 years are

used for the analysis.

Two different idealized orographies are used: one

representing the actual Rockies (gray contours in

Fig. 2a) and the other the LGM topography over North

America (i.e., the Rockies plus the LIS; gray contours in

Fig. 2b). The corresponding simulations are hereafter

denoted as idPI and idLGM respectively. The shape of

the mountains has been analytically prescribed using the

hyperbolic tangent function. The maximum height is

3 km for both the idealized Rockies and idealized LIS.

For the analysis of climate runs, forecast data are output

every 24h as.

c. Eddy total energy budget

In primitive equations, the time evolution of the eddy

total energy (ETE) T 0
e [ (u02 1 y02)/21 u02/(2S) can be

expressed as (Chang et al. 2002; Drouard et al. 2015)

›T 0
e

›t
52= � (vT 0

e 1 v0aF
0)2

1

S
u0(v0 � =u)

2 v0 � (v03 � =3
v)1Res, (1)

where v 5 (u, y) is the horizontal velocity, v3 is the

three-dimensional velocity, u is the potential temper-

ature, and S 5 2h21›uR/›p is the static stability with

FIG. 1. (a),(b) Climatology of the anomalous (deviation from the zonal mean) geopotential height [shading;

interval (int): 35m] and the zonal wind at 300 hPa (contours; int: 10m s21 for positive values only, and the zero line

is the thick contour). (c),(d) Climatology of the anomalous (deviation from the zonal mean) temperature at 500 hPa

(shading; int: 1 K) and the zonal wind at 300 hPa (contours; int: 10m s21 for positive values only, and the zero line is

the thick contour). (e),(f) Eady growth rate 0.31jBcj (contours; int: 0.2 day21, with 0.8 day21 in thick contour) and

high-pass eddy total energy averaged between 250 and 850 hPa (shading; int: 30m2 s22). Results are shown for the

(left) PI and (right) LGM simulations. Gray contours correspond to the height of the orography (int: 500m, starting

from 500m).
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h5 (R/p)(p/ps)
R/Cp . Also, uR is a reference potential

temperature, R is the gas constant, ps is a reference

pressure, and Cp is the specific heat of air at constant

pressure. Overbars and primes indicate the mean flow

and deviation from the mean flow, respectively. The

eddy fields are obtained using a high-pass filter, which

is a 9-point Welch window applied to daily fields and

has a 10-day cutoff period. Compared to the classical

2.5–6-day bandpass filter of Blackmon et al. (1977), the

present filter also includes slower time scales between 6

and 10 days to take into account the breaking of synoptic

waves (Rivière and Orlanski 2007).

The first three terms on the right-hand side (rhs) of Eq.

(1) correspond to the energy horizontal flux convergence,

baroclinic conversion, and barotropic conversion re-

spectively. The residual term Res contains the energy

vertical flux convergence whose vertical average is zero

and additional terms that are zero when applying a cli-

matological mean [see Eqs. (1) and (2) in Drouard et al.

(2015) for more details]. The residual term also includes

dissipation and diabatic generation of ETE.

Following Cai andMak (1990) andRivière et al. (2004),
the baroclinic conversion that converts themean available

potential energy to eddy potential energy can bewritten as

2
1

S
u0(v0 � =u)5F � B

c
, (2)

where the two vectors F and Bc are defined by

F[
1ffiffiffi
S

p u0(y0,2u0), (3)

B
c
[

�
21ffiffiffi
S

p ›u

›y
,

1ffiffiffi
S

p ›u

›x

�
. (4)

One can also write the baroclinic conversion as

F � B
c
5T 0

ejBc
jE

ff
, (5)

where

E
ff
5

jFj
T 0
e

cos(F,B
c
), (6)

with

jFj
T 0

e

5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

S
u0 2(u02 1 y02)

r

1

2
(u02 1 y0 2)1

1

2S
u0 2

.

The baroclinic conversion is thus the product of ETE

T 0
e, the baroclinicity amplitude jBcj, and an eddy effi-

ciency term denoted as Eff. The eddy efficiency is itself

the product of two terms, jFj/T 0
e and cos(F, Bc), which

are related to two well-known different notions of

FIG. 2. As in Fig. 1, but for the simulations forced with (left) idealized Rockies and (right) idealized LGM

topography.
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instantaneous optimal baroclinic configuration. The

cosine of F and Bc equals 1 when the two vectors F and

Bc are collinear (i.e., when the eddy heat fluxes align

with the mean temperature gradient). When the tem-

perature gradient is equatorward, the heat fluxes

should be poleward for the eddies to efficiently extract

energy from the mean flow. And poleward eddy heat

fluxes correspond to a westward tilt with height of

the eddy geopotential isolines (James 1994). So cos(F,Bc)

measures the orientation of the tilt with height of

the eddy geopotential isolines with respect to the tem-

perature gradient. The ratio jFj/T 0
e estimates the opti-

mal magnitude of the tilt with height of the eddy

geopotential isolines. It is maximum and equal to 1 when

(u02 1 y02)/25 u02/(2S), that is, when the eddy kinetic

energy equals the eddy potential energy [see Fig. 1 in

Rivière and Joly (2006) for further details]. The extrac-

tion of energy is thus less efficient when the tilt with

height is too strong or too weak. The baroclinicity jBcj is
proportional to the Eady growth rate (Lindzen and

Farrell 1980; Hoskins and Valdes 1990). It involves the

static stability S (hereafter obtained with the climato-

logical mean of u for each run).

3. Results

Figure 1 presents the climatology of the full climate

simulations. The time averages of the anomalous geo-

potential (defined as the deviation from the zonal mean)

at 300 hPa and the anomalous temperature at 500hPa

clearly show a stationary Rossby wave train over North

America in both runs, the LGM wave train having

higher amplitude than the preindustrial (PI) one

(Figs. 1a–d). Both wave trains are characterized by a

high to the northwest, a low to the northeast, and again a

high to the southeast of North America (Figs. 1a,b).

Anomalies of the LGM and PI wave trains are mostly in

phase. Only a slight southeastward shift of the sub-

tropical Atlantic high is noticeable for LGM compared

to PI. These features have already been noticed in

Löfverströmet al. (2014) andMerz et al. (2015). The low

and high over northeastern America correspond to cold

and warm anomalies respectively, whose gradient is as-

sociated with a maximum of upper-level zonal wind

(Figs. 1a–d) and baroclinicity (Figs. 1e,f). In the North

Atlantic, the more intense wave train in LGM creates a

stronger upper-level jet and stronger baroclinicity but,

surprisingly, a weaker ETE by about 20% (Figs. 1e,f).

This reduction in storm-track eddy activity in LGM is

consistent with other recent studies (Li and Battisti

2008; Lâıné et al. 2009; Donohoe and Battisti 2009),

even though it is not systematically found (Merz et al.

2015). A more systematic common feature of all these

model simulations seems to be a reduction in storminess

in the western Atlantic near the Laurentide Ice Sheet,

but the models behave differently in the central and

eastern North Atlantic. In the North Pacific sector, the

Pacific jet is more intense in its eastern part and the

upper westerlies are stronger over North America be-

tween 208 and 408N in LGM compared to PI.

The stationary waves for the idealized runs have

weaker amplitudes than those of the climate runs

(Fig. 2). For idPI, there is a high and a low in the

southern and northern parts of the mountain, re-

spectively. This north–south dipole orientation is the

result of strong nonlinearities (Cook and Held 1992;

Ringler and Cook 1997). In the northern part, the an-

ticyclonic anomaly can be partly attributed to the de-

crease in vorticity as the depth of the fluid diminishes

when it flows up the slope. More to the south, with the

flow being more easily blocked because of the down-

ward slope of the isentropes, there is an increase in

vorticity by southward advection of the air (Ringler

and Cook 1997). More downstream, near 808W, the

presence of a low and high corresponding to a cold and

warm anomaly, respectively, reinforces the upper-level

jet and the baroclinicity in that region (Figs. 2a,c,e).

The downstream anomalies mainly result from a

dominant southeastward ray (Cook and Held 1992).

Generally speaking, the resulting stationary wave pat-

tern for idPI resembles that obtained in Brayshaw

et al. (2009).

The idLGM stationary wave train is similar to the idPI

one. There is a slight eastward extension of the high on

the northern part of the mountain and the low down-

stream starts further east near 508W instead of 908W for

idPI (Fig. 2b). The high to the southeast of the mountain

is also slightly more intense. Thus, the two wave trains

are similar in amplitude. This is to be contrasted with

comprehensive climate model experiments showing that

the LIS topography acts to reinforce the stationary

waves (e.g., Pausata et al. 2011). The reason why we get

similar stationary waves in the two idealized simulations

is not clear but may come from our setup as the same

restoration temperature is used in both experiments.

As a result, the upper-level jet has more or less the same

intensity in both simulations. Near 808W, the cold

anomaly to the north is weaker but the warm anomaly to

the south is stronger for idLGM than idPI (Figs. 2c,d),

which makes the maximum baroclinicity roughly the

same in both runs (Figs. 2e,f). However, the storm track

is significantly weaker in intensity for idLGM with a

30% reduction in ETE. The idealized runs are thus

relevant to investigate why the LIS topography acts to

reduce the storm-track eddy activity despite an equiva-

lent baroclinicity.
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Figure 3 presents ETE budgets as function of longi-

tudes by averaging Eq. (1) over latitude, pressure, and

time. In climate runs, the baroclinic conversion has two

peaks at the entrance of the Pacific and Atlantic basins

just upstream of the ETE peaks (Figs. 3a,c). As seen in

Fig. 3, the energy created by baroclinic conversion is

then radiated downstream via energy fluxes (Chang

et al. 2002). The barotropic conversion has a small

positive peak over North America in a region of con-

fluence (Lee 2000; Rivière 2008) but is generally more

negative, especially on the eastern side of the oceanic

basins where eddies lose their energy to the mean flow.

Themain difference between the two simulations in the

western Atlantic comes from the baroclinic conversion,

which is much greater for PI than LGM. The two other

tendency terms do not change much their amplitude

compared to the baroclinic conversion. In the eastern

Atlantic, the difference changes sign and the LGM

baroclinic conversion becomes slightly stronger than its

PI counterpart. However, this difference is partly offset

by the differences in the other two terms (barotropic

conversion rate and energy flux convergence). The less

negative barotropic conversion in PI than LGM prob-

ably comes from the stronger horizontal shears in

LGM, which are directly involved in the barotropic

conversion.

The ETE budget of the idealized simulations show

similar contributions of the different fluxes west of

608W (Fig. 3d). However, the idealized storm tracks

extend too far east, which is probably due to the

FIG. 3. ETE budget for (left) the climate and (right) the idealized topography runs where the thin and thick lines

correspond to PI and LGM conditions, respectively. (a),(b) ETE averaged between 250 and 850 hPa and between

258 and 658N. (c),(d) Baroclinic conversion (red), barotropic conversion (blue), and energy flux convergence

(green). (e),(f) Baroclinic growth rate (red), with jBcj changes only (black), both jBcj and tilt magnitude changes

(magenta), and both jBcj and tilt orientation changes (cyan).All the quantities have been averaged between 250 and

850 hPa and between 258 and 658N. The dashed black lines correspond to the residual term, the third term on the rhs

of Eq.(7). The vertical dashed lines indicate the North Atlantic sector between 808W and 208E.
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absence of the Eurasian continent, but also to the

structure of the stationary waves themselves (Kaspi

and Schneider 2013). The stronger ETE for idPI

clearly comes from the stronger baroclinic conversion

in the entrance region of the storm track (near 608W);

the other two terms present less important differences

between idLGM and idPI.

Further insights can be gained by writing the baroclinic

conversion as the sumof distinct terms inwhichM5 jFj/T 0
e

or O 5 cos(F, Bc) are replaced by constant values:

hT 0
ejBc

jMOiiexp
y,z,t

5 hT 0
ejBc

jMiiexp
y,z,t

hOiPIx,y,z,t 1 hT 0
ejBc

jOiiexp
y,z,t

hMiPIx,y,z,t 1 hT 0
ejBc

j(MO2MhOiPIx,y,z,t 2 hMiPIx,y,z,tO)iiexp
y,z,t

. (7)

The operator h�iiexpy,z,t denotes the average over latitude,

height, and time for experiment iexp5 PI or LGM. The

first term on the rhs of Eq.(7) corresponds to the baro-

clinic conversion by replacing the orientation of the tilt

O by its mean value in the PI experiment hOiPIx,y,z,t. The
second term corresponds to the baroclinic conversion by

replacing the magnitude of the tilt M by its mean value

in the PI experiment hMiPIx,y,z,t. The third term, called the

residual term, involves the correlation betweenM andO

and closes the budget. For both experiments, we stress

that we use the same constants hOiPIx,y,z,t and hMiPIx,y,z,t in
order to contrast the role of one term against the other

when comparing LGM and PI. To get a growth rate, the

averaged baroclinic conversion and each term of Eq. (7)

are divided by the averaged ETE hT 0
eiiexpy,z,t .

The result is shown in Fig. 3e and called baroclinic

growth rate. Near 608W, the baroclinic growth rate is

smaller for LGM than PI and confirms the key role

played by the baroclinic extraction of energy to explain

the weaker storm track during LGM. The first term on

the rhs of Eq. (7) (magenta lines), which considers

changes in both the baroclinicity and tilt magnitude (i.e.,

using the same tilt orientation), is stronger for LGM

than PI with almost the same percentage of difference as

the baroclinic growth rate computed with only jBcj
changes (hT 0

ejBcjiiexpy,z,thMOiPIx,y,z,t; black curves in Fig. 3e).

Therefore, changes in tilt magnitude cannot explain

changes in the baroclinic growth rate. In contrast, the

second term on the rhs of Eq. (7) (cyan curves), namely

the baroclinic growth rate due to both jBcj and tilt ori-

entation changes, brings strong similarities with the total

baroclinic growth rate. For each run, their variations

with longitude are similar and the differences between

the two runs are similar as well. Both terms are much

smaller for LGM than PI near their maximum values

(i.e., 608W). More downstream in the Atlantic sector,

between 208W and 408E, the LGM values become

slightly greater than their PI counterparts for both

terms. Finally, the residual term [i.e., the third term on

the rhs of Eq. (7); dashed lines in Fig. 3e] varies little

with longitude and the difference between the residual

terms of the two experiments, despite being non-

negligible, is twice as small as the difference between the

second terms on the rhs of Eq. (7) at the entrance of the

North Atlantic sector.

To conclude on climate runs, the Atlantic storm track

is stronger in PI because baroclinic eddies are more ef-

ficient in extracting energy from the mean flow. The

stronger baroclinic growth rate in PI comes from the

better alignment of F with Bc or, in other words, from a

more optimal tilt orientation. Differences in the tilt

magnitude are much smaller. The more optimal tilt

orientation in PI with respect to the temperature gra-

dient overwhelms the decrease in baroclinicity.

The conclusions are very similar for idealized runs: the

idPI baroclinic growth rate is stronger than the idLGM

one in regions ofmaximumbaroclinicity (Fig. 3f), that is,

in the western Atlantic. In the eastern Atlantic, east of

308W, the reverse happens, and the LGM values are

stronger than the PI ones, but this is in a region of

weaker baroclinicity and the sector is thus less important

as a whole. The stronger PI values in regions of strong

baroclinicity explain why the idPI ETE is stronger

overall (Fig. 3b). The differences in baroclinic growth

rate cannot be explained by the baroclinicity or tilt

magnitude differences (black and magenta) but are well

captured by the cosine differences (cyan; Figs. 3h,f). The

residual term is almost constant with longitude for each

run and the difference between the residual terms of the

two runs is small. Therefore, the residual term does not

explain the difference in the total baroclinic growth rate.

Despite similar baroclinicity, the idPI storm track is

stronger than the idLGM one because of differences in

the tilt orientation with the temperature gradient.

Maps of the time-mean eddy efficiency and baroclinic

growth rate for the climate runs are shown in Figs. 4a,b.

In the region of strong baroclinicity, roughly in the

sector limited by 358–558N, 908–408W, The Eff is much

reduced in LGM compared to PI. It is only half as large

as that for PI in the vicinity of the southern slope of the

Laurentide Ice Sheet where the baroclinicity reaches its

maximum values. This drastic reduction in eddy effi-

ciency makes the baroclinic growth rate jBcjEff reach

roughly similar peak values in LGM and PI despite the

much stronger baroclinicity in LGM. In addition, be-

cause high values of jBcjEff cover a smaller area in LGM
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than in PI, its latitudinal average is smaller in LGM than

in PI between 708 and 308W(Fig. 3e).More downstream,

between Greenland and the British Isles, Eff is almost

the same between the two runs but, because of higher

baroclinicity in LGM than PI in connection with sea ice

edge in that region (not shown), the product is a bit

stronger in LGM as already seen in Fig. 3e between

308W and 08. In other words, the smaller efficiency in

LGM is limited to the western Atlantic in a region of

maximum baroclinicity. The time-mean tilt magnitudes,

as measured by jFj/T 0
e (Figs. 4c,d), are spatially homo-

geneous and are rather similar in the two runs with

values around 0.65 found in the midlatitude regions. In

contrast, the time-mean tilt orientation, as measured by

cos(F, Bc) (Figs. 4e,f), exhibits well-defined regions with

high values in the eastern North America and western

North Atlantic, which are more or less the same regions

having strongEff. As forEff, the LGM cos(F,Bc) is more

than twice as small as its PI counterpart. Time-mean

eddy heat fluxes and temperature gradients are shown in

Figs. 4g,h. As the temperature gradient is mainly equa-

torward in the region of maximum baroclinicity in both

runs, the eddy heat fluxes should be poleward to opti-

mally extract energy from the mean flow. Over the

southern slope of the Laurentide Ice Sheet, that is north

of 408N, the LGM heat fluxes are mainly northeastward

oriented whereas the PI heat fluxes are purely north-

ward oriented in that sector. This confirms the fact that,

FIG. 4. Time mean and vertical average (250–850 hPa) of various quantities involved in the baroclinic conversion

term for (left) the PI and (right) the LGM climate runs: (a),(b) the baroclinic growth rate jBcjEff (contours; int:

0.2 day21) and the eddy efficiency Eff (shading); (c),(d) the tilt magnitude jFj/T 0
e; (e),(f) the tilt orientation cos(F, Bc);

and (g),(h) the eddy heat fluxes divided by the parameter S1/2 (red vectors; m2 s22) and the negative temperature

gradient divided by the parameter S1/2 (black vectors; s21), and Eady growth rate 0.31jBcj (contours; int 0.2 day21 with

0.8 day21 in thick contour). The scales of magnitudes of the red and black vectors are the same in (g) and (h). Gray

contours correspond to the height of the orography (int: 500m, starting from 500m).
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in the vicinity of the southern slope of the Laurentide Ice

Sheet, vectors F and Bc do not align with each other in

the LGM run and largely explains the reduction in eddy

efficiency in that sector for that run.

The idealized simulations show a similar picture. Note

that Eff is 20% stronger in idPI than idLGM on the

immediate downstream side of the idealized Rocky

Mountains—that is, between 1008 and 408W and south

of 508N, in the region of maximum baroclinicity

(Figs. 5a,b). Since the baroclinicity is roughly the same in

the two runs, the baroclinic growth rate jBcjEff is also

stronger in idPI. More downstream, between 208W and

208E, Eff is smaller in idPI but, as the baroclinicity is less

strong there, it is not a key sector to have an important

impact on the growth of baroclinic eddies as a whole.

Therefore, it is the region closer to the mountains that

makes the difference between the idPI and idLGM

storm-track intensities due to a loss in eddy efficiency

there. The analysis of the separated magnitude and

orientation of the tilt shows that the reduction in Eff in

LGM is mostly due to the tilt orientation and much less to

the tilt magnitude. As for the climate runs, the idLGM

eddy heat fluxes are mainly northeastward oriented along

the southern slope of the idealized Laurentide topography

near 508N (Fig. 5h), whereas they mostly point toward the

north in idPI. This reveals that the eddy geopotential iso-

lines tilt westward with height almost everywhere in idPI

whereas they tilt northwestward with height near the ide-

alized Laurentide topography in idLGM.

To get further insights into the reasons of this change in

the orientation of the eddy heat fluxes near theLaurentide

Ice Sheet, regression maps are shown in Figs. 6–11.

The regression is made on the value of the high-pass

geopotential height at a reference point (458N, 608W),

which is chosen to be within the region of maximum

baroclinicity. The regressed geopotential, temperature,

and wind components are used to compute the eddy

heat fluxes and eddy efficiency. Let us first discuss the

FIG. 5. As in Fig. 4, but for the simulations forced with (left) idealized Rockies and (right) idealized LGM

topography.
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climate runs (Figs. 6–8). Classical baroclinic wave

structures are visible in the regressed eddy geopotential

heights in Figs. 6a,b. At upper levels, there is no drastic

difference between LGMand PI, except for the low near

308W, which is much more elongated in PI (Figs. 6a,b).

To estimate the anisotropic structure of the baroclinic

eddies, we have computed the ratio between the me-

ridional and zonal extents of the contour representing

50% of the extrema of Z0. For the strongest high (low),

the ratio is about 1.1 (1.6) for LGM and 1.2 (2.2) for PI.

Even though the high is only slightly more elongated in

PI than LGM, this feature was systematically found

when changing the reference grid points.

Larger differences are visible at 800 hPa between the

two regressions. Extrema of the 800-hPa high-pass ge-

opotential height are located farther south in LGM

compared to PI (Figs. 6a,b and 7a,b). This can be ex-

plained by the presence of the Laurentide Ice Sheet,

which imposes the lower-level perturbation to be lo-

cated south of it. Furthermore, in LGM, the 800-hPa

eddy geopotential isolines and associated winds are

parallel to the mountain isoheights north of the low

between 908 and 658W and north of the high between

608 and 508W (Fig. 7b). The ratio between the meridi-

onal and zonal extents of the low-level high is 1.1 for

LGM and 1.4 for PI, confirming the less meridionally

stretched eddy for the former run. In between the low

and high anomalies, the winds point northwestward but

the cross section in that sector shows that the meridional

wind decreases rapidly toward zero closer to the

mountain in LGM (Fig. 7d). So the southern slope of the

Laurentide Ice Sheet can be considered as a zonally

oriented wall along which the horizontal winds should

be mainly zonal to satisfy the free-slip boundary condi-

tion. It is clear that in the PI simulation (Figs. 7a,c)

lower-level meridional winds can reach larger values

over the entire latitudinal band between 358 and 558N.

As for the time-mean values, the eddy efficiency Eff

deduced from regressed fields is stronger in PI than

LGM from 1008 to 408W. More downstream, in the

eastern Atlantic, they have similar values (Figs. 6c–e).

Consistently, the cosine between F and Bc is generally

stronger between 1008 and 408W in PI (Figs. 8a,b): for

instance, there are stronger positive values between 808

FIG. 6.One-point regression based on 300-hPa high-pass geopotential heightZ0 at 458N, 608Wfor (left) the PI and

(right) the LGMclimate runs: (a),(b) 300-hPaZ0 (contours; int: 12m) and 800-hPaZ0 (shading; int: 9 m); (c),(d) 300-

hPaZ0 (contours; int: 12m) and associated vertically averaged efficiencyEff (shading; int: 0.05); and (e) vertical and

latitudinal average of the regressed efficiency Eff for PI (thin line) and LGM (thick line). In (a)–(d), gray contours

correspond to the height of the orography (int: 500m, starting from 500m).
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and 608W leading to stronger Eff values there (Fig. 6e),

and the area covered by negative values is smaller in PI

as well, which also appears in Eff values. The eddy heat

fluxes (Figs. 8c,d) are more poleward oriented in PI run

as a whole: first, regions of equatorward oriented heat

fluxes (white regions) are larger in LGM than PI and

second, in regions where the fluxes have a positive

poleward component, they are also eastward oriented

(see e.g., the area near Newfoundland north of 458N
between 708 and 558W), consistent with the time mean

eddy heat fluxes of Fig. 4h. Vector F is plotted in

Figs. 8e,f, together with the 20-m contour of the eddy

geopotential height at different levels; F, which is per-

pendicular to the eddy heat fluxes, is useful to indicate the

local orientation of the tilt with height of the geopotential

isolines. By construction, it is perpendicular to the geo-

potential contours and points toward geopotential ex-

trema at low levels. Over the southern slope of the

Laurentide Ice Sheet,F is southeastward oriented and the

eddy geopotential isolines tilt northwestward with height

in LGM (Fig. 8f). The presence of the ice sheet imposes

eddy geopotential extrema at lower levels to be located

more southward and distorts the tubes of constant eddy

geopotential in such a way that they tilt northwestward

with height. In contrast, in PI, there is no such constraint,

F is more eastward oriented and the eddy geopotential

isolines have a clearer westward tilt with height (Fig. 8e).

The main differences found in the regression maps of

the two climate runs are also seen in those of the

idealized experiments. Although the baroclinic eddies

have more or less the same shape at upper levels

(Figs. 9a,b), they are significantly less meridionally

stretched at lower levels in idLGM compared to idPI in

the vicinity of the Laurentide Ice Sheet (differences in

the ratio between the meridional and zonal extents

vary between 10% and 30%). In addition to the more

zonally oriented eddy geopotential isolines and winds

over the southern slope of the ice sheet, extrema of 800-

hPa eddy geopotential are found farther south in

idLGM (Figs. 9a,b and 10a,b). Between the low and

high anomalies, the meridional wind approaches zero

closer to the ice sheet (Figs. 10c,d). The eddy efficiency

reaches stronger positive values and smaller negative

values in idPI than idLGM between 1008 and 408W, that

is, close to the idealized ice sheet (Figs. 9c–e). This comes

from the difference in the cosine between F and Bc

(Figs. 11a,b). The poleward (equatorward) eddy heat

fluxes cover smaller (larger) areas in idLGM than idPI

(Figs. 11c,d) and the eddy heat fluxes are mainly east-

ward oriented over the idealized ice sheet slope in

idLGM (Figs. 11c,d). The F vector is more southeast-

ward oriented in idLGMover the topography, whereas it

is more purely eastward oriented in idPI (Figs. 11e,f).

This is consistent with the pronounced northwestward

tilt with height of the eddy geopotential isolines in

idLGM and the dominance of the westward tilt with

height in idPI (Figs. 11e,f). Finally, the regions of east-

ward tilt with height are larger in idLGM than idPI. The

FIG. 7. As in Fig. 6, but for the regressed variables (a),(b) the 800-hPa perturbation geopotential height Z0

(shading; int: 9m) and wind v0 (vectors; m s21) and (c),(d) perturbation meridional wind y0 at 658W (shading). The

scales of magnitudes of the regressed wind vectors are the same in (a) and (b). Gray contours correspond to the

height of the orography (int: 500m, starting from 500m).
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latter characteristic is more difficult to interpret from the

direct constraint imposed by the ice sheet but probably

comes together with the distortion of the tubes of con-

stant eddy geopotential by the topography.

4. Conclusions and discussion

The present study is summarized as follows. The North

Atlantic storminess is reduced in the LGM compared to

PI conditions both in a full climate model and in an ide-

alized model forced by LGM or present-day orography.

This is in apparent contradiction with a baroclinicity of

similar or even larger amplitude in LGM than PI runs.

In both climate and idealized runs, an energetic bud-

get shows that the reduced storm-track intensity can be

explained by a reduced baroclinic conversion, which

itself results from a loss in eddy efficiency to tap the

available potential energy. The eddies are less efficient

in LGM because their geopotential isolines tilt north-

westward with height near the baroclinicity maximum

south of the Laurentide Ice Sheet. It means that the eddy

heat fluxes point northeastward and are less well collinear

with the north–south-oriented temperature gradient than

in PI where the eddy heat fluxes are more purely

northward oriented. The northwestward tilt with

height of the geopotential isolines in LGM is shown to

be related to the mechanical constraint exerted by the

southern slope of the Laurentide Ice Sheet: the ice

sheet plays the role of a zonally oriented wall that

forces the winds to be zonal in its proximity and lower-

level eddy geopotential extrema are always located

farther south of the ice sheet. Therefore, when an

upper-level wave approaches the baroclinic zone near

the ice sheet, it will necessarily form lower-level per-

turbation farther south and the eddy geopotential

isolines will tend to northwestward tilt with height

during baroclinic growth. In other words, the presence

of the ice sheet distorts the tubes of constant eddy

geopotential in such a way that baroclinic eddies are

less efficient in extracting the available mean poten-

tial energy.

This paper illustrates how large-scale mountains can

shape baroclinic eddies and affect baroclinic conversion

rates in such a way that the downstream storminess is

reduced. A similar reduction has been shown by Park

et al. (2010) to explain the midwinter suppression of the

FIG. 8. As in Fig. 6, but for (left) the regressed variables (a),(b) the vertically averaged tilt orientation cos(F, Bc)

(shading) and 500-hPa Z0 (contours; int:12m s21); (c),(d) the vertical averages of the heat fluxes (vectors; Km s21)

and their meridional component (shading); and (e),(f) the vertically averaged F vector multiplied by S1/2 (vectors;

Km s21) and the 20-m contour of eddy geopotential height Z0 at 300 (black), 500 (red), 700 (green), and 850 hPa

(blue). The scales of magnitudes of the vectors are the same in (c) and (d) and in (e) and (f). Gray contours

correspond to the height of the orography (int: 500m, starting from 500m).
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North Pacific storminess but their underlying mecha-

nism differs from ours as it is mainly based on a change

in the orientation of wave propagation.

One might invoke the barotropic governor mecha-

nism proposed by James (1987) to explain the loss of

eddy efficiency in extracting potential energy at LGM.

Indeed, as the jet is narrower in LGM climate run and its

lateral shears stronger (twice as large as in PI; see

Figs. 1c,d), this would tend to reduce the ability of bar-

oclinic eddies to extract energy. Although we cannot

discard the barotropic governor mechanism hypothesis

in the climate runs, we note that the strongest reduction

in eddy efficiency appears in the immediate vicinity of

the southern slope of the Laurentide Ice Sheet (Fig. 4),

which strongly suggests that the mechanism proposed in

the present paper is at play. In the idealized experi-

ments, lateral shears have almost the same amplitude

(see the zonal wind in Figs. 2c,d) and the barotropic

governor mechanism is unlikely to occur.

Donohoe and Battisti (2009) showed that the main

mechanism explaining the reduction of the North At-

lantic storminess at LGM w.r.t. PI was the reduced

seeding from the Pacific, due to the presence of the ice

sheet, together with a stabilizing effect of the three-

dimensional jet structure. They first performed a linear

stability analysis showing that the LGM jet is more un-

stable than the PI jet, even though the difference in the

linear growth rate is smaller than the difference in the

Eady growth rate. Their stability analysis considered

the unique effect of the LGM characteristics onto the jet

but did not include the direct topographic effect on

baroclinic eddies. Our approach further includes the

direct effect of the topography on baroclinic eddies and

shows that it has a stabilizing influence. Donohoe and

Battisti (2009) also showed that the LGM storms grow

more rapidly in the North Atlantic than PI storms and

the difference between their two climate runs relies on

the stronger upstream seeding in PI. They found more

intense and more frequent upper-level precursors com-

ing from the Pacific in PI run. This is probably an effect

that is also present in our climate runs as the eddy total

energy is stronger in PI than LGM in the eastern North

Pacific and over North America (see Figs. 1e,f and 3a).

However, the two idealized runs show similar intensities

in eddy total energy just upstream of the idealized

Rockies. So upstream seeding is unlikely to explain the

difference between the two idealized runs. Donohoe and

Battisti (2009) did not explain the reasons for the

stronger upstream seeding of waves coming from the

Pacific in PI but this would be important to analyze in

FIG. 9. As in Fig. 6, but for the simulations forced with (left) idealized Rockies and (right) idealized LGM

topography.
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the future. Our climate runs provide some information

about it. They show that in the eastern Pacific a signifi-

cant difference in ETE between PI and LGM appears

near 1208–1008W (Fig. 3a). The difference comes from

both the baroclinic and barotropic conversion terms

(Fig. 3c). The stronger baroclinic conversion in PI ob-

viously results from the tilt orientation (Fig. 3e). The

reduction in eddy efficiency at 1408W is strong near

FIG. 11. As in Fig. 8, but for the simulations forced with (left) idealized Rockies (right) and idealized LGM

topography.

FIG. 10. As in Fig. 7, but for the simulations forced with (left) idealized Rockies and (right) idealized LGM

topography.
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the western boundary of the Laurentide Ice Sheet

(Figs. 4a,b,e,f). A similar reasoning to what was shown in

the present paper for the western Atlantic can be done

in that sector too and is supported by regression maps

(not shown). The stronger barotropic sink in the eastern

Pacific in LGM can be partly attributed to the stronger

shears seen there (Fig. 1). Further analysis of the Pacific

storm track in various LGM and PI runs would be nec-

essary to provide a deeper understanding of Northern

Hemisphere storm-track eddy activity in LGM as a

whole.
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