
Journal of Geophysical Research: Atmospheres

Scaling of precipitation extremes with temperature
in the French Mediterranean region:
What explains the hook shape?

P. Drobinski1, B. Alonzo1,2, S. Bastin3, N. Da Silva1, and C. Muller2

1LMD/IPSL,CNRS, Ecole Polytechnique, Université Paris-Saclay, Palaiseau, France, 2LadHyX, CNRS, Ecole Polytechnique,
Université Paris-Saclay, Palaiseau, France, 3LATMOS/IPSL, CNRS, Université Versailles-Saint Quentin, Université Paris-Saclay,
Guyancourt, France

Abstract Expected changes to future extreme precipitation remain a key uncertainty associated with
anthropogenic climate change. Extreme precipitation has been proposed to scale with the precipitable
water content in the atmosphere. Assuming constant relative humidity, this implies an increase of
precipitation extremes at a rate of about 7% ∘C−1 globally as indicated by the Clausius-Clapeyron
relationship. Increases faster and slower than Clausius-Clapeyron have also been reported. In this
work, we examine the scaling between precipitation extremes and temperature in the present climate
using simulations and measurements from surface weather stations collected in the frame of the
HyMeX and MED-CORDEX programs in Southern France. Of particular interest are departures from
the Clausius-Clapeyron thermodynamic expectation, their spatial and temporal distribution, and
their origin. Looking at the scaling of precipitation extreme with temperature, two regimes emerge
which form a hook shape: one at low temperatures (cooler than around 15∘C) with rates of increase
close to the Clausius-Clapeyron rate and one at high temperatures (warmer than about 15∘C) with
sub-Clausius-Clapeyron rates and most often negative rates. On average, the region of focus does not seem
to exhibit super Clausius-Clapeyron behavior except at some stations, in contrast to earlier studies. Many
factors can contribute to departure from Clausius-Clapeyron scaling: time and spatial averaging, choice of
scaling temperature (surface versus condensation level), and precipitation efficiency and vertical velocity
in updrafts that are not necessarily constant with temperature. But most importantly, the dynamical
contribution of orography to precipitation in the fall over this area during the so-called “Cevenoles” events,
explains the hook shape of the scaling of precipitation extremes.

1. Introduction

Intensification of extreme hydrometeorological events by natural and anthropogenically forced climate
change is of great concern for the society [Oki and Kanae, 2006; Pall et al., 2011; Min et al., 2011]. This is not
only for providing a tangible basis to the design of early warning procedures and mitigation measures to
avoid the loss of life and reduce damage but also for the assessment of their impacts on societies, which may
be irreversible. In this context, the Mediterranean basin has a distinctive character that results from physio-
graphic conditions. Köpen [1936] defines the Mediterranean climate as one in which winter rainfall is more
than 3 times the summer rainfall, and Xoplaki et al. [2004] show that wet season precipitation from October
to March, accounts for 50–60% (western and northern regions) and 70–90% (southern and eastern regions)
of the annual total amounts (see their Figure 1d). Frei and Schär [1998] show that during the fall season local
precipitation maxima are located near the Alpine foothills in southern France, in contrast with the typical
Alpine rainy season which occurs during the main convective season from May to September, while a pro-
nounced dry period is present in Mediterranean climates. The medium to high mountains that surround
the Mediterranean Sea play a crucial role in steering air flow and the Mediterranean Sea acts as a moisture
and heat reservoir, so that energetic mesoscale atmospheric features can evolve to heavy precipitation [e.g.,
Alpert et al., 2002; Tarolli et al., 2012; Reale and Lionello, 2013]. This is especially the case in the Northwestern
Mediterranean. In autumn, high sea surface temperature can destabilize air masses and favor latent heat
release which can produce heavy precipitations [Ducrocq et al., 2002, 2008; Lebeaupin et al., 2006]. Sea sur-
face temperature variability can also modulate heavy precipitation at longer time scales (typically submonthly
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time scale) [Lebeaupin-Brossier et al., 2013; Berthou et al., 2014, 2015, 2016]. Conversely, Mediterranean summer
is characterized by high temperatures, lack of rainfall, and long periods of drought [Stéfanon et al., 2012, 2014].
The precipitation is mostly due to inland moisture advection by sea breeze [Bastin et al., 2005, 2007], enhanced
along the surrounding mountain slopes by anabatic winds [Bastin and Drobinski, 2005, 2006].

The response of precipitation extremes to warming is one of the key uncertainties associated with climate
change. The Mediterranean area is already very sensitive to climate change at short (decadal) and long
(millennial) time scales. In Spain, Quereda Sala et al. [2000] reported an increase of the mean annual temper-
ature of 0.5∘C to 1.2∘C between 1870 and 1996. A similar trend is observed in France [Moisselin et al., 2002].
When considering only the summer surface air temperature, the warming trend over the Mediterranean
region for the period 1950–1999 was 0.08∘C per decade [Xoplaki et al., 2003], reaching the value of 0.1∘C
per decade for 1976–2000 [Solomon et al., 2007], one of the highest rates over the entire globe. Precipitation
intensity is projected to increase in most regions under warmer climates, and the increase in precipitation
extremes will be larger than that in the mean precipitation [Meehl et al., 2007]. In the Mediterranean region,
the majority of the 21st century scenarios shows a decrease in average precipitation with a peak signal in sum-
mer with either atmosphere-ocean Global Climate Models (GCM) [Giorgi and Bi, 2005], atmosphere Regional
Climate Models (RCM) [Gibelin and Déqué, 2003; Déqué et al., 2005; Gao et al., 2006; Ulbrich et al., 2006], or
coupled atmosphere-ocean Regional Climate Models (AORCM) [Somot et al., 2007]. There is, however, no con-
sensus on the evolution of the frequency and intensity of the extreme events over the Mediterranean regions,
even though an increase in precipitation variability during the dry warm season is expected [Giorgi, 2006] and
an increased probability of occurrence of events conducive to floods has been suggested [Gao et al., 2006].
Globally, Giorgi [2006] defines the Mediterranean area as one of the two main “hot spots” of climate change,
with an increase in the interannual variability in addition to a strong warming and drying.

To obtain a deeper insight on the evolution of the precipitation extremes intensity in a changing climate,
the scaling of precipitation extremes with temperature is often used as a predictor [Allen and Ingram, 2002].
Indeed, the increase in the atmospheric water-holding capacity associated with a temperature increase
(described by the Clausius-Clapeyron (CC) relation) considerably influences the changes in the extreme pre-
cipitation intensity under warmer climates [Betts and Harshvardhan, 1987; Trenberth et al., 2003; Held and
Soden, 2006]. Studies based on numerical models have revealed that the rate of increase in the extreme daily
precipitation associated with atmospheric warming is consistent with that of the CC relation (∼7% ∘C−1) [Allen
and Ingram, 2002; Pall et al., 2007; Kharin et al., 2007]. High-resolution cloud-resolving simulations show a
close agreement between the amplification of precipitation extremes with warming and the CC relation in
the subcloud layer; in other words precipitation extremes increase following the humidity in the low tropo-
sphere [Muller et al., 2011; Romps, 2011]. However, deviation from the CC scaling is feasible given the changes
in the atmospheric dynamics [O’Gorman and Schneider, 2009a; Sugiyama et al., 2010; Singleton and Toumi,
2013; Muller, 2013]. Hence, the applicability of the CC scaling is still undetermined. Recently, a study based on
in situ data found that in De Bilt, the Netherlands, the extreme daily precipitation intensity increased along
with the daily surface air temperature at a rate similar to the CC rate (7% ∘C−1 globally) [Held and Soden, 2006;
O’Gorman and Muller, 2010] in the daily surface air temperature range below 8–10∘C and at a sub-CC rate at
high temperatures [Lenderink and van Meijgaard, 2008]. A similar increase in the extreme precipitation inten-
sity was found on the hourly time scale, except that the rate of increase in the intensity at high temperatures
was larger than the CC rate (the so-called “super-CC rate”). A change in the relative contributions of large scale
and convective precipitation was proposed as a possible cause for this super-CC rate [Haerter and Berg, 2009;
Lenderink and van Meijgaard, 2009; Berg and Haerter, 2013; Berg et al., 2013; Westra et al., 2014; Molnar et al.,
2015]. Following the framework of the study conducted in De Bilt, a study based on a gridded 0.44∘-resolution
observational data set covering all of Europe revealed that the extreme daily precipitation intensity increases
with daily surface air temperature in winter (this increase is limited by the CC relation) and that the inten-
sity decreases with an increase in daily surface air temperature in summer [Berg et al., 2009]. In Australia, the
extreme daily precipitation intensity from in situ data was found to increase with daily surface air temperature
up to 20–26∘C and decrease at higher temperatures [Hardwick Jones et al., 2010]. The rate of increase in the
extreme daily precipitation intensity was not necessarily consistent with the CC rate. A CC-like rate was found
only for time scales shorter than 30 min. Haerter et al. [2010] and Utsumi et al. [2011] investigated the effects of
temporal resolution on the scaling of precipitation. The analysis by Utsumi et al. [2011] using subhourly time
scale data in Japan revealed that the decrease in the extreme daily precipitation intensity at high tempera-
tures was well explained by the decrease in the duration of the precipitation events, not by the decrease in
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the precipitation intensity of individual storms. Extreme precipitation intensity at a 10 min time scale does not
decrease even at high temperatures, where the extreme precipitation intensity at a daily time scale decreases.
When the time scale is reduced from daily to 10 min, the rate of increase in the extreme precipitation inten-
sity approaches the CC rate. Further studies are necessary to investigate whether the extreme precipitation
on short time scales in other regions, especially in the regions where the CC scaling at daily time scale was
not applicable, shows an increase similar to the CC rate. If so, the study by Utsumi et al. [2011] suggests that
the temperature increase will increase the potential of severe extreme precipitation at a rate similar to the CC
rate on short time scales, which would cause flash floods in cities and small catchments.

In the present study, we investigate the sensitivity of precipitation extremes to temperature in present-day
climate variability, in the Mediterranean region. The applicability to climate change is not straightforward, but
we believe that it sheds some light into the physical mechanisms which are important for extreme rainfall
rates. The increase of atmospheric humidity with warming, at a rate close to the Clausius-Clapeyron thermo-
dynamic rate, gives a first-order estimate for the change of precipitation extremes with temperature. But in
the Mediterranean region, the dynamics can also play an important role, especially during strong “Cevenoles”
events. We are particularly interested in departures from the Clausius-Clapeyron thermodynamic expecta-
tion, due in part to contributions from the dynamics. In this work, we rely on a dense observation network,
fine scale gridded reanalysis and simulations performed in the context of HyMeX [Drobinski et al., 2014] and
MED-CORDEX programs [Ruti et al., 2015]. Our goal is to investigate the temporal and spatial variability of this
scaling. More precisely, we address the following questions:

1. How do precipitation extremes scale with temperature? Is it consistent with the thermodynamic CC scaling?
2. Is there a strong seasonal variability of the scaling, with large precipitation amounts during fall and winter,

and arid situations during summer?
3. Can departures from the CC scaling be related to changes in the dynamics and/or changes in precipitation

efficiency?

The next section details the data and model used for this study. Section 3 analyzes the precipitation extremes
change with respect to temperature, its sensitivity to time and spatial averaging, and its spatial variability
in the coastal mountainous region. Section 4 analyzes the various processes that affect the scaling of pre-
cipitation extremes with temperature and yield departures from CC scaling. Section 5 provides an in-depth
discussion and elements of perspective with respect to regional climate change and concludes the study.

2. Material and Methods
2.1. Measurements
To investigate the precipitation extremes-temperature relationship, we selected stations spread over
Southern France allowing the sampling of the mountainous area, the coastal band, and the inland plains of the
investigated region (Figure 1b). Only stations with at least 30,000 accurate quality-checked 3-hourly tempera-
ture and precipitation data from 1989 to 2008 are included. The number of selected surface weather stations
is 220 (see dots in Figure 1b).

Atmospheric integrated water vapor measurements from three Global Positioning System (GPS) stations have
also been used to evaluate the ability of the simulations described in the following subsection to reproduce
the water vapor content which partly controls precipitation (see red crosses in Figure 1b).

We also use the 2 m temperature and rain data provided every 3 h at 8 km horizontal resolution by the
SAFRAN analysis system [Le Moigne, 2002] at the locations of the weather stations. The SAFRAN analysis
system has been used to develop a long-term meteorological reanalysis over the French Alps [Durand et al.,
1993, 2009] and then has been extended over the whole country and modified in order to feed macroscale
soil-vegetation-atmosphere transfer models [Le Moigne, 2002]. Such data set is used because it is often a ref-
erence data set for local-scale precipitation and temperature climatologies as well as regional climate studies
[e.g., Lavaysse et al., 2012; Vrac et al., 2012] even though some caution must be taken with gridded data sets
in poorly sampled mountainous regions [Flaounas et al., 2012]. It also provides a measurement-based data
set without “holes” in the data collected by the surface weather stations. SAFRAN uses an optimal interpo-
lation method to analyze most of the parameters. First, SAFRAN does a quality control of the observations.
This is an iterative procedure based on the comparison between observed and analyzed quantities at the
observation location. The analyses of temperature, humidity, wind speed, and cloudiness are performed every
6 h using all available observations. The first guess comes from the French large-scale operational weather
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Figure 1. (a) Simulation domain of the HyMeX/MED-CORDEX regional climate simulations with the blue-shaded area
indicating a topography higher than 500 m. The thick box indicates the region of interest for this study. (b) Zoom of the
region of interest. The dots correspond to the locations of the surface weather stations operated by Météo-France used
in this study. The magenta dots are a subset of stations used to investigate the effect of spatial averaging on the scaling
of precipitation extremes with temperature (see text). The red crosses correspond to the locations of the GPS stations
used to retrieve the atmospheric integrated water vapor. The three boxes correspond to three regions over which
precipitation efficiency is computed in this study. The acronyms PY, MC, and AL stand for the Pyrénées, Massif Central,
and the Alps mountains.

prediction model ARPEGE or from the European operational archives from ECMWF. The analysis is performed
in two stages. In the first stage the vertical profiles of temperature, wind speed, humidity, and cloudiness are
analyzed. These profiles are calculated with a vertical step of 300 m. In the second stage SAFRAN determines
the surface parameters, using a cruder method. The first guess is, in this case, deduced and updated from
the result of the previous analyses. The precipitation analysis is performed daily at 0600 UTC, to include in
the analysis the numerous rain gauges that measure precipitation on a daily basis (in particular, in the clima-
tological and snow networks). The first guess is in this case deduced from climatological fields (a constant
altitudinal gradient or more elaborate fields, e.g., depending on weather type, if available). Next, the analyzed
values are interpolated to an hourly time step. To this purpose, all altitude profiles (temperature, humidity, and
cloudiness) and surface wind are linearly interpolated, solar (direct and diffuse) and longwave radiation are
calculated using a radiative transfer scheme, which uses the vertical profiles previously calculated. The anal-
ysis of temperature at 2 m is slightly corrected at 1200 UTC using the daily observed maximum and is then
adjusted hourly using the solar radiation and a relaxation to an equilibrium temperature. To keep the moisture
content of the air constant, some corrections to the surface humidity are also applied. Finally, the determina-
tion of the hourly precipitation is solved in four steps: (1) determination of the highest hourly 0∘C isotherm;
(2) determination of the hourly snow-rain transition altitude, based on vertical temperature gradient; (3) deter-
mination of the daily rain-snow ratio based on the observed or estimated rain-snow ratio at each observation
site; and (4) last, the hourly precipitation and phase are estimated, using the relative humidity and with the
constraint of the daily rain-snow ratio. The hourly redistribution of precipitation is performed by weighting
the total daily rainfall with humidity. The number of stations, used each day in SAFRAN, evolves with time
[see Vidal et al., 2010, Figure 2]. Continuously increasing from 3000 to 4000 observations per day for precipita-
tion between the late 1950s to the present, the increase was much sharper for temperature, with a jump from
500 to 4000 stations per day between the late 1980s and the late 1990s (no significant change since then).
A detailed description of SAFRAN, its validation and application over France is given by Quintana-Seguí et al.
[2008]. In our study, we kept a homogenized temperature and rainfall data set over a 20 yr period between
1989 and 2008 (only nonzero observed precipitation).

Figure 2 shows the time series of the 3-hourly precipitation from the in situ weather station having the longest
record and from the SAFRAN analysis at the nearest grid point. The daily precipitation data from SAFRAN
analysis is also shown as the 3-hourly precipitation results from daily precipitation measurement processing.
In general, the precipitation extremes from the weather station are more intense than those from the SAFRAN
analysis. Figure 2 also zooms on one period to better illustrate the comparison between the data sets and
shows a fairly good ability of the SAFRAN analysis to reproduce subdaily precipitation, i.e., the diurnal cycle
of the precipitation.

Some of the weather surface stations, GPS data as well as the SAFRAN analysis have been uploaded to the
HyMeX database in the frame of the long observation period (see Drobinski et al. [2014] for details on the
observation strategy).
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Figure 2. Time series of 3-hourly precipitation data from the in situ weather station having the longest record (blue),
from the WRF simulation (green), and SAFRAN analysis (red) at the nearest grid point, as well as the daily precipitation
data from SAFRAN analysis (cyan). The insert is a zoom over a time period allowing the comparison of the timing of the
precipitation between the various data sets (between Julian day 250 and 275 of year 1989).

2.2. HyMeX/MED-CORDEX Simulations
The model used to downscale ERA I in the framework of MED-CORDEX [Ruti et al., 2015] and HyMeX [Drobinski
et al., 2014] is the version 3.1.1 of the Weather Research and Forecasting Model (WRF). WRF is a limited area
model, nonhydrostatic, with terrain following eta-coordinate mesoscale modeling system designed to serve
both operational forecasting and atmospheric research needs [Skamarock et al., 2008]. The WRF simulation has
been performed with a 20 km horizontal resolution over the domain shown in Figure 1a between 1989 and
2011 with initial and boundary conditions provided by the ERA I reanalysis and updated every 6 h [Dee et al.,
2011]. Only the 1989–2008 time period was kept in the analysis for consistency with the period covered by
the measurements (year 1989 is reliable for analysis as spin-up is very short due to the use of nudging). In the
vertical, 28 unevenly spaced levels are used and the atmosphere top is at 50 hPa (sensitivity tests have been
performed with more vertical levels without significant differences; 28 levels is the optimal choice for climate
simulations with regard to both CPU time and data storage). The sea surface temperature is provided by ERA
I. The geographical data are from 5 min resolution United States Geophysical Survey data. Soil type is based
on a combination of the 10 min 17 category United Nations Food and Agriculture Organization soil data and
U.S. State Soil Geographic 10 min soil data. The set of parameterizations used for these simulations include
the WRF Single-Moment five-class microphysical parameterization [Hong et al., 2004], the Kain-Fritsch con-
vective parameterization 2004, the Dudhia shortwave radiation [Dudhia, 1989] and Rapid Radiative Transfer
Model longwave radiation [Mlawer et al., 1997], the Yonsei University planetary boundary layer scheme [Noh
et al., 2003], and the Rapid Update Cycle (RUC) land-surface models [Smirnova et al., 1997]. The WRF simulation
has been relaxed toward the ERA I large-scale fields (wind, temperature, and humidity) with a nudging time
of 6 h [Salameh et al., 2010; Omrani et al., 2013, 2015]. Figure 2 compares the 3-hourly precipitation from the
WRF simulation with the measurements from the weather surface station and the data from SAFRAN analysis.
Despite differences in intensity which can be large, the event occurrences as well as the timing of the
precipitation are fairly well reproduced. More in-depth comparison is given in the following.

The simulated precipitation and temperature have been evaluated against ECA and D gridded products at
the Mediterranean basin scale [Flaounas et al., 2013]. Other studies using this simulation [Lebeaupin-Brossier
et al., 2013; Stéfanon et al., 2014; Chiriaco et al., 2014] or ocean/atmosphere coupled simulations using WRF
with such configuration [Drobinski et al., 2012; Lebeaupin-Brossier et al., 2013, 2015; Berthou et al., 2014, 2015,
2016; Flaounas et al., 2015] have already been published, and data can be found on the HyMex/MED-CORDEX
database.

2.3. Methods
In this study, the methodology proposed by Hardwick Jones et al. [2010] is followed. At each station for a given
measurement duration (daily or 3-hourly), the maximum recorded precipitation rate on each rainy period is
paired with the daily mean air temperature at 2 m above ground level. For the simulations, a threshold of
0.1 mm is applied to distinguish between rainy and nonrainy periods to reproduce a satisfactory rainfall dis-
tribution (indeed, in regional climate models with resolution typically larger than 10 km, very low intensity
accumulated rainfall occurs too often). Three-hourly intensities are binned using the daily mean 2 m temper-
ature instead of hourly temperatures, because we are interested in a proxy representing the temperature of
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the air mass as well as for consistency with the previous works on the subject [e.g., Hardwick Jones et al., 2010;
Haerter et al., 2010; Westra et al., 2014]. For the temperature scaling from the SAFRAN analysis and regional cli-
mate simulations, we used the output of the grid points closest to the stations. The precipitation-temperature
pairs are placed in 44 bins according to temperature, with an equal number of samples in each bin (50 samples)
and therefore varying temperature ranges for each bin. A sensitivity analysis was conducted with increasing
number of samples up to 200 without any significant difference. In each bin, 50 samples were finally used as
the best trade-off between the temperature range sampling and the accuracy of the precipitation extreme
estimate. The mean temperature of the events in each bin is used as the representative temperature for that
bin. As in Hardwick Jones et al. [2010], this approach was preferred over using temperature bins of equal width,
as it ensures a reasonable number of events across all bins. Within each bin of 50 samples, precipitation inten-
sities are ranked to determine the 99th percentiles. An exponential regression is applied to the precipitation
values for each percentile (by fitting a least squares linear regression to the logarithm of precipitation depth)
to derive the slope of the temperature-precipitation extremes curve. When this slope is 0.065, it is equivalent
to a Clausius-Clapeyron scaling of 6.5% ∘C−1 at 15∘C. Other methods have been applied in the literature, some
including the dry days in the precipitation statistics [O’Gorman, 2012].

The analysis of the water budget in section 4 follows that of Huang et al. [2014]. It is conducted using the
WRF simulations following the water budget formulation of Braun [2006] and Yang et al. [2011] to calculate
the vapor, cloud, and precipitation budgets within the three boxes shown in Figure 1b and to compute the
precipitation efficiency as defined in Sui et al. [2005, 2007]. The expression of precipitation efficiency 𝜖 is

𝜖 = P
∑4

i=1 Q+
i

(1)

The quantity P is the surface precipitation rate and Qi = (Qwvt,Qwvv,Qwve,Qcm) where Qwvt is the local vapor
change, Qwvv is the water vapor convergence, Qwve is the surface evaporation rate, and Qcm is the sum of
local hydrometeor change and hydrometeor convergence. The quantity Q+

i = Qi when Qi > 0 and Q+
i = 0

when Qi ≤ 0 [Sui et al., 2007]. Other alternative expressions exist which however produce similar results
[Sui et al., 2007].

3. Scaling of Precipitation Extremes With Temperature

Figure 3 shows the daily and 3-hourly precipitation extremes (99th percentile) as a function of the daily
mean temperature at the surface weather stations and from the SAFRAN analysis and the WRF simulations
at the nearest grid point. The black solid line indicates the median values, and the lower and upper dashed
lines delimiting the shaded area are the 20th and 80th percentiles, respectively. Looking at the precipita-
tion extreme-temperature curve, two regimes emerge which form a hook shape: one at low temperatures
(cooler than 18∘C for the in situ measurements and cooler than 15∘C for WRF simulation and SAFRAN analysis)
and one at high temperatures (warmer than 18∘C for the in situ measurements and warmer than 15∘C
for WRF simulation and SAFRAN analysis). This behavior is surprisingly robust throughout the domain and
for all percentiles. The slope at low temperatures is steeper and closer to the CC scaling than the slope at
high temperatures. There is an impact of time averaging, with generally weaker slopes at daily time scales.
However, whatever the time sampling, Figure 3 shows that the studied region does not seem to exhibit super
CC behavior (except in the observations at individual locations, due in large part to the uncertainty of the fit;
see later in the text), unlike what was found in other observational studies [e.g., Lenderink and van Meijgaard,
2008]. Instead, sub-CC scaling is found above a temperature of ∼15–18∘C, against a value of ∼20–25∘C in
some previous works [e.g., Utsumi et al., 2011]. Berg et al. [2013] point out that a change in slope can be due
to the change in dominant precipitation type from large-scale to convective precipitation. In the WRF simula-
tions, the decrease of slope at warm temperatures remains even when analyzing large-scale and convective
precipitation separately (not shown).

In general, the slope is closer to CC scaling in observations than in the SAFRAN analysis and WRF simulations.
Especially at high temperatures, a lower slope is found in the simulations. A possible explanation is given
by Singh and O’Gorman [2012] who show that the scaling of the precipitation extremes with temperature is
sensitive to the microphysics. Precipitation extremes are found to be sensitive to the fall speeds of hydrom-
eteors, and this partly explains the different scaling results obtained with different microphysics schemes.
A second explanation is the temperature range over which the slope is computed. Indeed, there is a warm bias
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Figure 3. Precipitation extremes (99th percentile) versus daily averaged temperature from (a, d) surface weather stations (OBS) and from (b, e) WRF simulations
(WRF) and (c, f ) SAFRAN analysis (SAF) at the nearest grid point. The thick black line corresponds to the ensemble average at the surface weather station
locations. The lower and upper dotted lines delimiting the shaded area are the 20th and 80th percentiles, respectively. The thick magenta and green curves
display the curve retrieved from the in situ measurements corrected for the ratio of spatially averaged to local precipitation extremes over an area of about
8 × 8 km2 and 20 × 20 km2, respectively (see Figure 4). These curves mimic the expected SAFRAN and WRF scaling, respectively. The dashed red line indicate the
CC slope using the August-Roche-Magnus approximation for saturated vapor pressure.

in the WRF simulation of the maximum daily averaged temperature associated with precipitation extremes
(+3.36∘C compared to the surface weather station measurements). A third possible explanation is the impact
of resolution [Eggert et al., 2015]. Idealized simulations suggest that the amplitude of precipitation extremes
is sensitive to resolution (with weaker values at coarser resolution where more averaging is applied), but its
sensitivity to warming is not. Indeed, Romps [2011] and Muller et al. [2011] found a similar rate of increase of
precipitation extremes with temperature in simulations at 200 m and 4 km horizontal resolution, respectively.
Despite in-depth validation and critical assessment of the WRF simulations’ performance in correctly repro-
ducing the relevant processes associated with precipitation extremes in this region [e.g., Flaounas et al., 2013;
Lebeaupin-Brossier et al., 2013; Berthou et al., 2014, 2015, 2016], we can not rule out that in our more realistic
setting, resolution could quantitatively impact our results. In order to investigate the spatial averaging issue,
15 stations surrounded by more than one station within an 8 and 20 km range have been selected. The range
from each of the selected weather station typically corresponds to the SAFRAN and WRF resolutions. The 15
weather stations are shown in magenta in Figure 1b. The time series of precipitation of the weather stations
present within the corresponding range (8 or 20 km) are averaged and reprocessed to derive the scaling of
the precipitation extremes with daily precipitation. The ratio of the spatially averaged to local precipitation
extremes as a function of daily temperature is shown in Figure 4. It shows that the effect of spatial averaging
increases with the size of the averaging area. At cold temperature, the effect is small. This can be interpreted
by the nature of the precipitation. They are caused by long lasting frontal bands which travel from west to
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Figure 4. Ratio of daily and 3-hourly precipitation extremes as a function of daily temperature recorded by 15 weather
stations shown in Figure 1b (magenta dots) spatially averaged over a 20 km and 8 km range with the surrounding
available weather stations to that of the local weather station. The thick black line corresponds to the ensemble average
at the 15 surface weather stations locations (Figure 1b). The lower and upper dotted lines delimiting the shaded area are
the 20th and 80th percentiles, respectively.

east. They cover a large area and last for several hours. In that situation, the effect of both space and time aver-
aging is not significant. Conversely, at warm temperatures, the averaging effect has much more impact. The
precipitations averaged over about a 20 × 20 km2 area are much weaker than those measured at one single
weather station. This effect is similar when considering 3-hourly accumulated precipitation. When averaging
over about an 8 × 8 km2 area, the effect of spatial averaging is weaker.

The consequence of spatial averaging effect is consistent with Chen and Knutson [2008] and Khodayar et al.
[2016] and is illustrated in Figures 3a and 3d which displays the curve drawn from the in situ measurements
corrected using the ensemble mean ratio of spatially averaged to local precipitation extremes of Figure 4.
The magenta and green curves mimic the expected SAFRAN and WRF scaling, respectively. The agreement
between the simulated scaling of precipitation extremes and the “corrected daily precipitation” curve is
improved. The hook shape is enhanced by spatial averaging. The temperature break, which is the tempera-
ture at which a sharp change in slope is observed, is also consistent between the simulation and the corrected
daily precipitation curve. The impact of spatial averaging on the scaling of 3-hourly precipitation extreme
is weaker but improves the comparison with the scaling from WRF simulation. Indeed, the scaling with and
without correction are closer when considering 3-hourly precipitation extremes than when using daily precip-
itation extremes. The winter precipitation extremes is most accurately reproduced by both SAFRAN and WRF,
whereas the most underestimated precipitation extremes are the summer precipitation extremes. Regarding
SAFRAN, the weighting of daily precipitation by humidity to generate hourly precipitation is probably less reli-
able in a summer arid environment. The “plateau” between 15 and 20∘C is more consistent with the corrected
curve, but the steepening of the negative slope is too weak in the corrected daily precipitation curve. This can
be attributed to the low number of stations within an 8 km range from each of the 15 stations. Regarding the
WRF simulation, the simulated summer precipitations are largely dominated by parameterized precipitation
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Figure 5. Atmospheric integrated water vapor versus daily averaged temperature from (a) GPS stations (GPS) and from
(b) WRF simulations (WRF) at the nearest grid point. The thick black line corresponds to the ensemble average at the
GPS station locations. The lower and upper dotted lines delimiting the shaded area are the 20th and 80th percentiles,
respectively. The red dashed line indicates the CC slope using the August-Roche-Magnus approximation for saturated
vapor pressure.

with respect to explicit precipitation and are thus very sensitive to the convection scheme [e.g., Cretat et al.,
2012; Di Luca et al., 2014] which analysis is beyond the scope of this study. Despite these issues, accounting for
spatial averaging effect gives therefore more confidence on the quality of the WRF simulations. As a comple-
mentary evaluation of WRF simulations, Figure 5 shows how WRF simulates the water vapor in the atmosphere
which is a key variable controlling the scaling of heavy precipitation with temperature [e.g., Bretherton et al.,
2004]. It displays a comparison between the integrated water vapor retrieved from the GPS data collected
at the three GPS stations shown in Figure 1b and the integrated water vapor computed from the WRF sim-
ulations at the nearest grid point. Since the integrated water vapor is already a spatially averaged quantity,
significant sensitivity of spatial averaging on integrated water vapor is here not expected. Figure 5 shows that
WRF overestimates the integrated water vapor at temperatures colder than 6∘C. Above, the simulations still
display a weak positive bias but the shape of the curve is in excellent agreement with the GPS measurements.
In particular, Figure 5 shows that above 20∘C, the integrated water vapor saturates. Such behavior, which is
not seen at higher latitudes is well captured by WRF and suggests a limitation of water vapor sources at such
temperatures.

Regarding shorter 3-hourly time average, its main effect is a smaller reduction of the slope from cold to warm
temperatures, with however a hook shape still visible at high temperatures. This is consistent with the results
of Haerter et al. [2010] and Utsumi et al. [2011] who found that event duration decreases with temperature,
which partly explains the difference between daily and 3-hourly slopes. Figure 6 shows the ratio of 3-hourly
to daily precipitation extremes as a function of the daily temperature at the surface weather stations and from
SAFRAN analysis and WRF simulations at the nearest grid point. The ratio equals 1 when the daily averaged
precipitation reduced over a period of 3 h (i.e., divided by 8) is equal to the 3-hourly accumulated precipitation.
It means that it rains all day, i.e., 8 times the 3-hourly precipitation. Conversely, when the ratio equals 8, it
means that it only rains during 3 h this day so the daily average precipitation reduced over a period of 3-h is
equal to one eighth of the 3-hourly maximum precipitation. The fact that the decrease in slope is larger for
daily precipitation extremes than for 3-hourly precipitation extremes is due to warmer events having shorter
durations. For those warm short events, taking a daily average adds zeros to the 3-hourly rainfall rate. This
effect is present in the observations and in WRF simulation and SAFRAN analysis, though it is weaker for the
latter two. Limitation of data (only 3-hourly or daily values) does not allow to address the issue of intermittency.
Higher-frequency outputs than 3-hourly, which unfortunately were not available for these data sets, could
yield slopes closer to CC.

Figure 7 shows the spatial pattern of the precipitation scaling with respect to the daily mean temperature
computed over the temperature range below and above a temperature break. The temperature break is the
temperature at which the slope of the temperature-precipitation extreme relation sharply changes. It differs
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Figure 6. Ratio of 3-hourly to one eighth of daily precipitation extremes as a function of 2 m daily temperature at (a) the surface weather stations and
interpolated at the stations location from (b) WRF simulations and (c) SAFRAN analysis. The daily average precipitation are reduced over a period of 3 h
(i.e., divided by 8). The thick black line shows the mean value and the grey-shaded area the spatial variability around the mean. The thick magenta and green
curves display the curve retrieved from the in situ measurements corrected for the ratio of spatially averaged to local precipitation extremes over an area of
about 8 × 8 km2 and 20 × 20 km2, respectively (see Figure 4). These curves mimic the expected SAFRAN and WRF scaling, respectively.

between the data sets. It is 18∘C for the in situ measurements and 15∘C for the WRF simulation and SAFRAN
analysis. A quality control on the slope estimate is applied along the following procedure. A two-segment lin-
ear regression is fitted on the temperature-precipitation extremes relationship by using a least squares fitting.
All possible breakpoints are tested (i.e., by using each temperature bin as breakpoint). The retained breakpoint
corresponds to the two-segment linear regression that has the least squares. The slopes obtained for these
two linear regressions are plotted in Figure 7. In order to limit border effects, if the breakpoint is obtained on
the borders (five first and last temperature bins), a unique regression line is fitted. Thus, in this case, there is no
temperature breakpoint. This occurs only for the weather surface measurements and SAFRAN analysis on the
warm temperature side. This explains why dots are removed in the slope pattern for high temperatures. The
agreement is good between the data sets. The slope retrieved from the WRF simulation for cold temperatures
underestimates the slope computed from the data collected at the weather stations. The slope obtained from
SAFRAN analysis ranges in between the two other data sets. For cold temperature, the slope is negative nearly
everywhere. A comparison with a similar pattern for 3-hourly precipitation (Figure 8) shows that the averag-
ing effect has less impact at cold temperature than at warm because of the time-averaging effect. The slope is
less steep for warm temperature and 3-hourly precipitation than for daily precipitation. The in situ measure-
ments also display a steeper positive slope at cold temperature with a super-CC over the mountains.It is also
steeper in the WRF simulation and SAFRAN analysis but the change is weaker and the slope remains close to
CC scaling. The patterns for both daily and 3-hourly precipitation display a weaker slope in the southwestern
part of domain along the Pyrénées mountain range and along the coast. The origin of such behavior is not
straightforward and is left for future work.

4. Process Analysis

Establishing a relationship between precipitation and surface temperature (generally measured at 2 m),
and comparison with the Clausius-Clapeyron equation appears not to be straightforward. No global picture
emerges for the scaling of precipitation extremes with temperature, regional specificities apparently
being a strong driver. Several factors can lead to disparities from the thermodynamic Clausius-Clapeyron
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Figure 7. Precipitation change with respect to 2 m temperature (∘C−1) for daily precipitation from (a, b) surface weather stations, (c, d) WRF simulations, and
(e, f ) interpolated SAFRAN analysis for cold (Figures 7a, 7c, and 7e) and warm (Figures 7b, 7d, and 7f ) temperatures. The iso-contours display the coastline and the
500 m altitude (see Figure 1).The threshold discriminating cold and warm 2 m temperatures is the temperature break identified in Figure 3 which marks the sharp
variation of the slope. It is 18∘C for the weather surface observations, and 15∘C for WRF simulations and SAFRAN analysis. The CC scaling is about 0.07% ∘C−1.

expectation. The Clausius-Clapeyron equation relates the saturation water vapor mixing ratio to the temper-
ature of condensation. One can write that

P ∝ 𝜖wQsat (2)

where P is the precipitation rate, 𝜖 the precipitation efficiency, Qsat the saturation water vapor mixing ratio
in the low troposphere where rising parcels start to condense, and w the maximum vertical velocity in the
troposphere, which is reached in the vicinity of the clouds at high temperatures. The midtropospheric verti-
cal velocity is also commonly used in precipitation extreme scalings [Betts and Harshvardhan, 1987; O’Gorman
and Schneider, 2009b; Muller, 2013]. A sensitivity study has been performed on the scaling of precipita-
tion extremes to the choice of the vertical velocity, without significant difference (not shown). The quantity
Qsat represents the maximum liquid water content formed in the condensation process. Differentiating with
respect to a temperature T gives,

1
P
𝜕P
𝜕T

= 1
𝜖

𝜕𝜖

𝜕T
+ 1

w
𝜕w
𝜕T

+ 1
Qsat

𝜕Qsat

𝜕T
. (3)

Changes in precipitation efficiency and vertical transport with temperature T could partly explain departures
from CC scaling. Another possible source of discrepancy is the choice of the temperature, which can lead to
difference whether, for instance, condensation temperature T or near-surface temperature (T at 2 m) is used.
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Figure 8. Same as Figure 7 but for 3-hourly precipitation.

The following analysis relies on the WRF simulation only as it provides all the needed diagnostic variables not
only near the surface but also over the whole atmospheric column.

It is important to make clear that, in this study, the change of precipitation extremes with daily temperature
for the present climate state is analyzed, in order to derive an “observed” scaling. How such scaling is linked
to the “projected” scaling relating change of precipitation extremes with change of temperature over time or
across climate states [e.g., Allen and Ingram, 2002] is not straightforward. However, better understanding the
observed scaling is a necessary step to avoid misinterpretation of the projected scaling

4.1. Condensation Process
Let Q(T)be the water vapor mixing ratio in the atmospheric boundary layer at temperature T . The water vapor
mixing ratio Q(T) = Qsat(Td), where Td is dew point temperature. There are two different ways for an air parcel
characterized by a temperature T and a water vapor mixing ratio Q(T) to reach saturation.

1. It can reach the saturation by an increase of humidity in the atmospheric boundary layer. The saturation
occurs at temperature T after the humidity in the boundary layer increases from Q(T) to Qsat(T).

2. In case it cannot reach the saturation by an increase of humidity because of, e.g., water vapor source limi-
tation, the only possible way to reach saturation is to lift the air parcel so that it cools and reaches the dew
point temperature. In this case, the maximum water vapor content that can condense is Qsat(Td) < Qsat(T).

Let us investigate the various possibilities of the change of saturation water vapor mixing ratio when the
temperature increases from a temperature T1 to T2:
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Figure 9. (a) Daily and (b) 3-hourly precipitation extremes (99th percentile) versus daily averaged dew point
temperature (black curves) and air temperature (blue curves) from the WRF simulations at the nearest grid point of the
surface weather stations (Figure 1). The thick lines correspond to the ensemble average at the surface weather locations.
The lower and upper dotted lines delimiting the shaded area are the 20th and 80th percentiles, respectively. The red
dashed line indicates the CC slope using the August-Roche-Magnus approximation for saturated vapor pressure.

1. Let us consider the air parcel close to saturation at T1 and T2 (high relative humidity, i.e., Td,1 ∼ T1 and
Td,2 ∼ T2, as a first order of approximation). The maximum water vapor content that condenses is Qsat(T1)
and Qsat(T2). The change in saturation water vapor mixing ratio between T1 and T2 is thus Qsat(T2)−Qsat(T1)
which follows a CC scaling.

2. Let us consider the air parcel close to saturation at T1 (high relative humidity, i.e., Td,1 ∼ T1) and far from
saturation at T2 (low relative humidity, i.e., Td,2 << T2). The maximum water vapor content that condenses
is Qsat(T1) and Qsat(Td,2) < Qsat(T2). The change in saturation water vapor mixing ratio between T1 and T2 is
Qsat(Td,2) − Qsat(T1) < Qsat(T2) − Qsat(T1) which thus follows a sub-CC scaling.

3. Let us consider the air parcel far from saturation at T1 (low relative humidity, i.e., Td,1 << T1) and close to
saturation at T2 (high relative humidity, i.e., Td,2 ∼ T2). The change in saturation water vapor mixing ratio
between T1 and T2 is Qsat(T2) − Qsat(Td,1)>Qsat(T2) − Qsat(T1) which thus follows a super-CC scaling.

4. Finally, let us consider the air parcel far from saturation at T1 and T2 (low relative humidity, i.e., Td,1 << T1 and
Td,2 << T2). The change in saturation water vapor mixing ratio between T1 and T2 is Qsat(Td,2) − Qsat(Td,1).
If Q(T1) < Q(T2) then the slope of the change in saturation water vapor mixing ratio is positive and can
be sub-CC, CC, and super-CC, as there is no straightforward relationship between the temperature in the
boundary layer and the temperature at condensation. If Q(T1) = Q(T2) then there is no change and the
slope is zero. If Q(T1)>Q(T2), then the slope is negative and the scaling sub-CC.

If only condensation processes were involved in precipitation content (i.e., neglecting the impact of vertical
transport and precipitation efficiency in equation (3)), one would expect precipitation change with respect to
dew point temperature to follow a CC scaling [e.g., Lenderink et al., 2011; Panthou et al., 2014]. Figure 9 shows
the daily and 3-hourly precipitation extremes (99th percentile) as a function of the daily mean dew point
temperature and air temperature from the WRF simulations at the nearest grid point of the surface weather
stations. As expected, the slope is slightly closer to the CC scaling but still exhibits variability, and overall the
precipitation change rate with respect to dew point temperature remains sub-CC. Figure 10a displays Qsat as
a function of daily mean temperature, where Qsat denotes the saturation mixing ratio at cloud base. It clearly
exhibits a nearly perfect CC scaling up to 17∘C. For temperature warmer than 17∘C, the slope is sub-CC, prob-
ably due to a shift toward “low relative humidity” conditions and explains the impact, even though small, of
using the dew point or the air temperature to compute the surface precipitation change at warm temperature.
This behavior can easily be explained by the moisture limitation regime. At the highest temperature,
corresponding to summer, the Mediterranean climate is arid. There is thus low moisture content available for
precipitation. To condensate small moisture amount, the air parcel must be lifted up to high altitude to reach
the condensation level. At this altitude, the temperature is much lower than the 2 m temperature causing a
sub-CC scaling as explained above. The hook shape at high temperatures can thus be partly explained by the
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Figure 10. (a) Saturation water vapor content, (b) maximum vertical
velocity, and (c) precipitation efficiency 𝜖 computed from the WRF
simulations for all extreme precipitation events over the whole
atmospheric column of the three regions shown in Figure 1. The red
dashed line indicates the CC slope using the August-Roche-Magnus
approximation for saturated vapor pressure.

use of the 2 m temperature as a proxy
of the condensation temperature, in
particular, over plains. However, there
is a large spread of the slope at warm
temperatures. As using the dew point
temperature is not enough to obtain a
CC scaling, the departure of precipita-
tion change from CC scaling should also
be attributed to processes other than
condensation (precipitation efficiency,
moisture transport) as will be discussed
in the following section. Impact of grid
resolution and intermittency are not
addressed further in this work.

4.2. Vertical Transport
Figure 10b displays the maximum verti-
cal velocity over the whole atmospheric
column, conditioned on precipitation. On
average, the vertical velocity increases
with temperature for all percentiles until
about 12∘C, whereas after 15∘C, the trend
is negative with vertical velocity decreas-
ing with increasing temperature for all
percentiles. When conditioned on dry
days only, there is no significant trend (not
shown). Figure 10b shows that between
12 and 15∘C, which corresponds to aver-
aged temperatures of spring and fall over
this region, the percentiles differ sig-
nificantly. The lower quantile shows a
smooth transition and is relatively flatter
than the 80th percentiles. Conversely the
80th percentile displays a pronounced
peak. As the shape of the percentiles is of
importance, there is a need to assess its
significance. To analyze the significance of
the peak of vertical velocity around the

temperature break at 15∘C, we randomly split the data set for one given temperature range into two and four
subsets. For each subset we recompute the mean and standard deviation of all deciles ranging between the
first (10th percentile) and eighth (80th percentile). The peak visible around the temperature break becomes
significant for percentiles higher than the 70th percentile at 95% confidence level (not shown). The “peak”
of the 50th percentile is therefore not significant, but it is significant above the 70th percentile. As will be
discussed in detail in Figure 11, such difference can be seen as a seasonal hysteresis in the scaling of precipi-
tation extremes with temperature. As explained in section 1, the French Mediterranean region has a specific
precipitation extremes seasonality with fall season local precipitation maximum [Frei and Schär, 1998]. The
lower vertical velocity percentile in Figure 10b corresponds to springtime precipitation extremes whereas the
higher percentile to the fall time events, also called the “Cévenoles” events [e.g., Delrieu et al., 2005].

Evidence of this is shown in Figure 11 which displays the occurrence of extreme precipitation as a func-
tion of temperature and precipitation intensity in winter (January–March), spring (April–June), summer
(July–September) and fall (October–December). The occurrence is computed over temperature/precipitation
bins of size 3∘C × 3 mm. Figure 11 shows that between 12 and 15∘C, three seasons contribute to rainfall
but with two distinct modes identified as “mode 1” and “mode 2.” These two modes are visible during fall,
while only one mode is visible during winter, summer, and spring. The peak of precipitation extremes (80th
percentile), identified as “mode 2” in Figure 11d, is a mixture of precipitation extremes occurring in summer
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Figure 11. Occurrence of extreme precipitation computed from the WRF simulations as a function of daily temperature and 3-hourly precipitation intensity in
(a) winter (January–March), (b) spring (April–June), (c) summer (July–September), and (d) fall (October-December). The thick lines and dotted lines correspond
to the ensemble average and the 20th and 80th percentiles of precipitation extremes, respectively (see Figure 3).

and fall. The summer contribution to the peak is due to the month of September, included here in the summer
season, which corresponds to the beginning of the “Cévenoles” episodes season [e.g., Delrieu et al., 2005]. Such
events, occurring typically between September and November, are characterized by a strong marine low-level
jet which converges over the investigated area due to the blocking by the Alps and eventually impinges on
the Massif Central where it is lifted and produces precipitation extremes [e.g., Bresson et al., 2012]. The direct
uplift of the strong low-level jet by the orography produces large vertical velocities which are evidenced in
Figure 10b. The curve of the 20th percentile between 12 and 15∘C, identified as “mode 1” in Figure 11d, is
comparatively more flat. The precipitation extremes occurrence is similar to that around the 80th percentile
and is associated with spring to fall episodes. The weakest precipitation events correspond to orographic pre-
cipitation triggered by convective instability along the mountain slopes, so the orography does not play a
significant role in enhancing the vertical velocity. For temperature lower than 12∘C, corresponding to win-
ter and fall events, the precipitation extremes distribution is skewed toward lower values and correspond to
frontal precipitation. For temperatures higher than 15∘C corresponding to spring and summer events, the
precipitation extremes distribution is also skewed toward lower values and correspond to convective pre-
cipitation. In both cases, orography plays a minor role in precipitation extremes triggering and so in vertical
moisture transport enhancement. The fact that the vertical velocity decreases with temperature is due to the
decrease of convective available potential energy caused by dilution with dry unsaturated environment air
during summer. Indeed, rising saturated air parcels tend to be diluted by entraining some of the relatively dry
unsaturated environment air. The entrainment of dry air and the evaporative cooling caused by entrainment
reduces the buoyancy of the convective parcel. Mass entrainment also exerts drag on the entraining air parcel
which thus undergoes less acceleration [Zhang, 2009; Holton and Hakim, 2013].

4.3. Precipitation Efficiency
Figure 10c displays the precipitation efficiency 𝜖 computed from the WRF simulations using equation (1) for
all extreme precipitation events over the whole atmospheric column of the three regions shown in Figure 1.
The various terms of the precipitation efficiency budget of equation (1) are displayed in Figure 12. In the two
figures, the black solid line indicates the median values and the lower and upper dashed lines delimiting the
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Figure 12. Terms of the precipitation efficiency budget of equation (1) computed from the WRF simulations for all extreme precipitation events over the three
regions shown in Figure 1. (a) The quantity P is the surface precipitation rate, (b) Qcm the sum of local hydrometeor change and hydrometeor convergence,
(c) Qwve the surface evaporation rate, (d) Qwvt the local vapor change, and (e) Qwvf the water vapor convergence. Note the different ranges of y values in the
different panels.

shaded area are the 20th and 80th percentiles, respectively. Figure 12c shows that the surface evaporation rate
increases with surface temperature until about 20∘C where it "saturates" and remains quasi-constant as tem-
perature increases due to soil aridity in summer. This explains the saturation of integrated water vapor after
20∘C observed by GPS and well captured by WRF (Figure 5). Figure 10c shows different behaviors for the 20th,
50th, and 80th. The upper percentile decreases with temperature from values which can reach 70% in winter
and fall down to 25% in summer. The median percentile is fairly constant around 25% until 9∘C. It increases
up to 30% around 12∘C and then decreases down to 17%. The 20th percentile does not show any trend and
ranges between 7 and 15%. On average, Figure 12 shows that up to 15∘C all terms of the budget increase
with temperature, with a rate increasing between 9 and 15∘C (water vapor convergence does not display a
clear trend in general). There seems to be a compensation between the increase of precipitation rate and the
water sources up to 9∘C so the efficiency is rather constant. The precipitation term increases more sharply
between 9∘C and 12∘C explaining the peak of 𝜖. For temperatures higher than 15∘C, the precipitation term
decreases at a higher rate than the hydrometeor and local water vapor change and hydrometeor convergence.
Precipitation efficiency thus decreases with temperature as the result of enhanced rainfall evaporation in
very dry environments during spring and summer [Frei and Schär, 1998]. In the updated Kain-Fritsch convec-
tive parameterization used in the WRF simulations, the closure is based on the convective available potential
energy for an entraining parcel. This approach provides reasonable rainfall rates for a broad range of con-
vective environments and it makes the updraft mass flux field a better predictor of convective intensity
[Kain, 2004]. It has also been shown that Kain-Fritsch scheme gives results similar to those produced by cloud
resolving model [Bechtold et al., 2001; Guichard et al., 2004; Hohenegger et al., 2009].
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Figure 13. Schematic of the temperature-precipitation extremes relationship in the French Mediterranean region.

5. Discussion and Conclusion

Using the scaling of precipitation extremes with temperature at present to estimate precipitation trends in a
warming climate is subject to caution. As also suggested by Utsumi et al. [2011], using daily precipitation may
lead to inaccurate conclusions as the Clausius-Clapeyron scaling may not predict daily precipitation extreme
intensity increase with temperature. The potential applicability of the Clausius-Clapeyron scaling is improved
at 3-hourly time scales in both the observations and simulations. However, even with 3-hourly precipitation
data, the scaling at temperatures larger than 15∘C can strongly deviate from Clausius-Clapeyron.

The variability of the scaling of precipitation extremes with temperature and its departure from thermody-
namic Clausius-Clapeyron expectations can be related to various phenomena. The fact that surface tempera-
ture is used as a proxy for the temperature at condensation can lead to biases in arid situations, where water
limitation is an issue. We believe that this is an important factor in the Mediterranean regions and will come
back to that in the next paragraph.

Figure 13 is a schematic describing the processes explaining the scaling of precipitation extremes in the
French Mediterranean region. Regime I (blue line) corresponds to winter and fall precipitation, which is mainly
caused by large-scale perturbations. In the simulation, subgrid convective precipitation represents about 10%
of the total precipitation until a temperature of about 15∘C (not shown). In spring and summer, the contri-
bution of large-scale precipitation drops to about 1–5% of the total (not shown). The transition between
winter large-scale precipitation and summer convective precipitation occurs during spring following Regime
II (green line). During this period, convective precipitation is associated with moderate vertical transport.
Summer convective precipitation corresponds to Regime III (red line), with decreasing extreme values and
dry conditions. Because of the dry environmental conditions, clouds and precipitation form at high levels so
that the surface temperature used as a proxy for the temperature at condensation largely overestimates the
actual temperature at condensation. The use of such a proxy at high temperatures in an arid environment
partly causes the hook shape and the negative slope of the temperature-precipitation extremes curve at high
temperatures.

Precipitation efficiency and vertical velocity in updrafts are also not necessarily constant with temperature.
These can contribute to departures from CC scaling. In particular, the dry and arid conditions associated
with the warmest temperatures (Regime III in Figure 13) yield lower precipitation efficiency. Fall precipitation
is associated with either extreme “Cévenoles” events, strongly influenced by the orography (Regime IVb in
Figure 13), and associated with a strong dynamic contribution (Figure 10b) or spring-like events (Regime VIa).
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